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ABSTRACT

Plasma is one of the most complicated, yet promising fields in physics due to its high efficiency and multitude of crucial applications such as biological sterilization, polymer modification, surface treatments, etching, agriculture, and facilitation of selective catalytic processes to name a few. With these advantages, mysteries still remain. With this in mind, in order to accurately gauge the total influence of the plasma applied in various processes, understanding what is being produced and how the production occurs is vital. To understand this, optical emission spectroscopy was used to gauge how the species generated are influenced by operation parameters such as voltage, frequency, flow rate, and distance along the effluent. It was found that increasing voltage increased the intensity of all species generated. The emission of OH (308 nm), He (706nm) and atomic O (777nm) were found to decrease as it got further away from the exit, while the emission of N$_2$ (337nm), N$_2^+$ (391nm), and N$_2$ (631nm) increased due to the increased air interaction. With an increase in flow rate, all species benefitted except N$_2$ (337nm) and N$_2$ (631nm) which peaked around 5 L/min due to increasing ionization of N$_2^+$ (391nm) at higher flow rates. Analysis of generation mechanisms show the significance of the Penning effect between metastable He and air molecules on specie production while electron impact mechanisms are heavily dependent on power coupling of the system. Reaction rates and loss mechanisms explain the temporal evolution of the plasma jet and its effect on specie production. Gas temperature was found to deviate slightly regardless of operational parameters.
CHAPTER 1: INTRODUCTION

Although it is more convenient to refer to plasma as the first state of matter due to its significance in the universe, plasma is frequently defined as the fourth state of matter, with the other three being the commonly taught solid, liquid and gas. To explain, plasma is the most abundant form of matter in the universe making up more than 99% of visible matter including stars but it is seen as the fourth state on an energy scale. For example, a solid contains particles that are tightly packed, contain the least amount of kinetic energy, and have a definite shape and volume. As sufficient energy is applied, the particles begin to loosen their structure and transition into a state of matter where they do not have a definite shape but still contain a definite volume known as a liquid. Similarly, as more energy is applied the particles gain kinetic energy and as a result, they move freely. This state is known as a gas state where the particles of the gas are not defined by a shape or volume. The amount of energy needed for these state transitions is referred to as latent heat. When a substantial amount of energy is applied to a gas state, the electrical properties of the gas changes and creates a state of free moving charged particles, ions, and neutral particles which is defined as a plasma. Plasmas are electrically neutral due to the similar electron and ion concentrations on average; however, it is actually electrically conducting due to the free moving electrons available throughout the plasma. With this information, we define plasma as a quasi-neutral state that contains electrons, neutral particles, positive and negative ions that interact to create a form of matter.

In order to characterize plasma, it can be placed in one of two categories: thermal equilibrium (hot) or non-thermal equilibrium (cold). A plasma in thermal equilibrium means that the temperature of the neutral particles in the gas, $T_n$, and the temperature of the electrons, $T_e$, are close to each other. This is due to the electron gaining more energy through the plasma
generation process than it is losing due to collisions with the neutral particles, which are much heavier than the electron. In this instance, the temperatures of both the neutral particles and the electrons can reach several thousand Kelvin and, in some cases, the temperatures can get high enough to result in thermonuclear fusion. These plasma energies are usually in the range of fifty to hundreds of eV (electron-volts). Typical uses for thermal equilibrium plasmas include welding and cutting where such high temperatures are needed to influence the material. On the other hand, a plasma is considered to be non-thermal equilibrium when $T_n$ is much lower than $T_e$ because the method of plasma generation does not allow the electrons to transfer the kinetic energy gained to the heavier neutral particles during the collisions. Because of this, the plasma energy usually ranges from 1 to tens of eV while the neutral particles stay near room temperature.

Both types of plasmas are naturally occurring and can also be manmade. In the case of manmade forms, there are many different methods of generating it including through pulsed DC (direct-current), RF (radio-frequency), and AC (alternating-current) power. For this paper, generating the plasma via AC power is of particular interest. Regardless of method of generation, certain stipulations must be satisfied in order to be considered a plasma. Because this form of matter is defined by the interaction and movement of charged particles and neutrals in the medium, this leads to the formation of Coulombic forces and electromagnetic fields. The creation of the forces and fields then concentrates the charges to a range of $\lambda_D$, where outside of the range is electrically neutral and inside the range is not. $\lambda_D$ is known as the Debye length and is mathematically defined as:

$$\lambda_D = \left(\frac{\varepsilon_0 k T_e}{n_e e^2}\right)^{\frac{1}{2}}$$ (1.1)
\begin{align}
L & \gg \lambda_D 
\end{align}

Here, \( \varepsilon_0, k, T_e, n_e, \) and \( e \) are the permittivity of free space, Boltzmann’s constant (1.38 x 10\(^{-23}\) J/K), electron temperature, electron density, and electron charge, respectively. Also, \( L \) is the dimension of the plasma which must be much greater than the Debye length. The Debye length of any plasma is representative of its polarization and strong charge separation [1]. The Debye length is the radius of the Debye sphere, which is the volume containing the electrons and various other particles. Another condition to be satisfied is that the number of electrons within the sphere must be very large:

\begin{align}
n_e \lambda_D^3 & \gg 1 
\end{align}

Which results in the average electron distance to be very small compared to the Debye length, \( \lambda_D \), with the quantity being known as the plasma parameter and defined as:

\begin{align}
g = & \frac{1}{n_e \lambda_D^3} 
\end{align}

Another requirement is the time domain of the plasma:

\begin{align}
\omega \tau & \gg 1 
\end{align}

where \( \tau \) is the average time an electron spends between collisions with neutrals and \( \omega \) is the angular frequency of plasma oscillations [2].

In a plasma, electrons are the primary energy carriers and providers due to the fact that they are the first particles to receive the energy induced. This is because of their very low mass.
(m_e = 9.11 x 10^{-31} \text{ kg}) which also plays a role in their high mobility. After receiving the energy, the collisions with the neutral particles allow them to transmit this energy and result in various processes such as ionization, excitation, and dissociation. These processes rely on the electrons to have the right amount of energy to facilitate the process. Because not every electron will have the same amount of energy, the probability for an electron to have a certain energy to enable a certain process is described as the electron energy distribution function. This distribution function heavily depends on the electric field and gas composition of the system and can usually be defined by the Maxwell-Boltzmann distribution function:

\[ f(\varepsilon) = 2\sqrt{\frac{\varepsilon}{\pi(kT_e)^3}} \exp\left(-\frac{\varepsilon}{kT_e}\right) \] (1.6)

Here, \( T_e \) is the electron temperature and \( k \) is the Boltzmann constant. Additionally, the mean electron energy for this distribution is proportional to the electron temperature in the following way:

\[ \langle \varepsilon \rangle = \int_0^\infty \varepsilon f(\varepsilon) \, d\varepsilon = \frac{3}{2} T_e \] (1.7)

In the case of an electron containing enough energy to ionize, a positive ion is formed. Relative to electrons, ions are considered to be heavy particles that cannot obtain high energy from the applied electric field the same way electrons do due to their energy exchange with other constituents in the plasma. In non-equilibrium discharges (cold plasma), the mechanism of energy transfers for these positive ions typically yield an energy distribution function similar to the Maxwell-Boltzmann function with the ion temperature (T_i) nearly the same as the neutral gas
temperature \( (T_0) \) [1]. The ability for an electron to ionize a neutral atom, molecule, or radical is dependent upon the ionization energy required for that specific atom or molecule to lose the electron. This process requires a high amount of energy and usually dictates the “upper limit” of the energy exchange in the plasma [1].

In addition to positive ions, the formation of negative ions are also possible. They are typically produced through recombination processes or attachment of electrons after being dissociated. Similar to positive ions, they are heavy particles that do not receive energy from the applied EF and have energy distribution functions close to the Maxwell-Boltzmann EEDF. Different atoms, radicals, and molecules each have different electron affinities (EA). Electron affinity is described as the bonding energy between an attaching electron and the subsequent atom or molecule. The higher the electron affinity, the stronger the atom or molecule will want to attach to a free electron. Because of this, halogens and other electronegative particles will have the highest value of electron affinity.

Formations of positive ions through ionization and negative ions through recombination and attachments are examples of the elementary processes that occur in a plasma. Ionization, excitation, and dissociation are examples of inelastic collisions where the electrons transfer kinetic energy gained into the internal degrees of freedom of the atom (translational) and molecules (translational, vibrational, rotational). These processes are governed by the cross sections, mean free path, the interaction frequency reaction rate, and the reaction rate coefficient which depends on the type of process occurring.

To begin with, the cross section of a particle defines the area in which another particle must be within in order for an elementary process to occur. The cross sections heavily depend on the energies of the possible colliding species. For instance, if one of the colliding partners has a
large energy, the cross section can decrease due to the decrease in the probability of having
enough time to interact. The cross section of a particle can be visualized as a circle with area $\pi$. If
another particle travels and passes through the area, then the other particle will interact and go on
to begin a certain elementary process. The mean free path between possible colliding partners
classifies the distance one particle travels before colliding with another. This relation is defined
as:

$$ \lambda = \frac{1}{n_B \sigma} \tag{1.8} $$

where $n_B$ is the number density and $\sigma$ is the cross section of particle “B” (usually a neutral
particle). Coupled with the mean free path and its cross section, the colliding partner travels the
cylindrical volume $\sigma \lambda$ and the reaction occurs as long as that volume has at least one particle of
particle “A” (usually an electron) [1]. The interaction frequency ($\nu$) at this point compensates for
the colliding partner’s velocity as well as the cross section at that velocity and is defined as:

$$ \nu_A = n_B \int f(\nu) \sigma(\nu) \nu d\nu = \langle \sigma \nu \rangle n_B \tag{1.9} $$

The elementary reaction rate is used to describe the number of elementary processes that take
place in unit volume per unit time [1]. To find this reaction rate, the interaction frequency of the
colliding partners and their number densities are multiplied together and gives:

$$ \omega_{A+B} = \langle \sigma \nu \rangle n_A n_B \tag{1.10} $$
The reaction rate coefficient is denoted by $k$ and takes into account the velocity distribution function of the colliding partners as well as the cross sections. Equation (1.11) is calculated for bimolecular reactions, however, to compensate for mononuclear reactions and three-body processes, minor adjustments are made:

$$
\omega_{A+B} = k_A n_A
$$

$$
\omega_{A+B+C} = k_{A+B+C} n_An_Bn_C
$$

Formation of positive ions usually require an electron to have a discrete energy value greater than or equal to the ionization energy, $I$, in order to knock an electron off the atom or molecule. Be that as it may, that is not the only way to ionize an atom or molecule. One of these ways is referred to as the Penning Ionization Effect. In this circumstance, the electron can enter the cross section of one particle and excite it into a metastable state. The excitation energy of this metastable state can surpass the ionization potential of another particle and the resulting collision can lead to ionization. With this effect, the cross sections can be fairly high ($\sim 10^{-15}$ cm) which allows for a higher probability of the electronically excited metastable state to interact with another particle.

On the other hand, the formation of negative ions also have more than one method of facilitation. One of these processes in particular is known as dissociation. In this instance, the incoming electron is set to collide with a molecule. Molecular vibrations are usually on the scale
of $10^{-14}$-$10^{-13}$ s [1] while the interaction time between the colliding electron and molecule is about 10 to 100 times faster. Due to this large time disparity, the heavy molecules are essentially “frozen” [1] at the time of collision and is only stimulated by the electron impact. This specification is known as the Franck-Condon principle. When the moment of impact arrives, the colliding electron attaches to the molecule and sends it into an intermediate excited state:

$$e + AB \rightarrow (AB^-)^*$$  \hspace{1cm} (1.14)

This resulting excited state unstable and can lead to one of two possibilities: the excited states reverses to the stable molecule with a free electron (AB+e) or the molecule dissociates and the electron attaches to one of the atoms (A+B− or A−+B). When the molecule dissociates and the electron is attached, the process is no longer balanced. Because of this, the dissociative attachment process is a resonant reaction which means that the colliding electron must possess an exact amount of energy needed to avoid reversing to the free electron and stable molecule. This is decided by the amount of potential energy harnessed by the molecule after colliding with the electron. If the potential energy of the original molecule (AB) is larger than the intermediate state (AB'), then it will continue to dissociate and lead to:

$$e + AB \rightarrow (AB^-)^* \rightarrow A + B^-$$  \hspace{1cm} (1.15)

The maximum cross section of this process is given by:

$$\sigma_{d,a}^{\text{max}} \approx \sqrt{\frac{m(M_A + M_B)}{M_AM_B}}$$  \hspace{1cm} (1.16)
Where $m$ is the mass of the electron and $\sigma_0$ is the gas-kinetic cross section. This process is only possible when the electrons have more energy than the difference between the dissociation energy and the molecules electron affinity [1]. Due to its highly resonant nature, it is estimated that the dissociative attachment rate coefficient is proportional to the electron temperature as defined as:

$$k_A(T_e) = \sigma_{d.a.}^{max}(\epsilon_{max}) \sqrt{\frac{2\epsilon_{max}}{m} \frac{\Delta \epsilon}{T_e}} \exp \left( -\frac{\epsilon_{max}}{T_e} \right)$$  \hspace{1cm} (1.17)$$

In addition to ionization and dissociation, an electron can collide with a neutral atom or molecule and excite it either electronically, vibrationally, or rotationally with the last two only possible in molecules due to the degrees of freedom. In the case of electronic excitation, a particle can be excited into a resonance-excited state where the particle can easily de-excite through spontaneous transitions and photon emissions. On the contrary, an electron can excite a particle into an excited state where this spontaneous radiative transition to the ground state is no longer possible and this is called a metastable excited state. In this mode, they can de-excite through radiation as well as collisions with other plasma components (Penning ionization). Unlike the resonance-excited states, metastables have very long lifetimes that last seconds and even minutes [1]. This allows them to be generated in a discharge and de-excited through a specific collision to produce a specific reaction.

Furthermore, molecules can be excited vibrationally due to the added degrees of freedom. This vibrational excitation is vital due to the fact that most of the energy from the discharge is transferred from the electrons to modes of molecular vibrations [1]. In order to understand these
levels of vibrational excitation, the Morse potential defines the potential curve for diatomic molecules and is mathematically represented as:

\[
U(r) = D_0 [1 - \exp(-\alpha(r - r_0))]^2
\]  

(1.18)

Here, \( r \) is the distance between the atoms. \( r_0, \alpha, \) and \( D_0 \) represent the equilibrium distance between the nuclei in the molecule, the force coefficient of interaction between the nuclei, and the dissociation energy of a diatomic molecule with respect to the minimum energy, respectively. These three variables are also referred to as the Morse parameters. In the case of any type of molecule, the degrees of freedom are not always harmonic. Despite this, the energy of the discrete vibrational levels can still be calculated by:

\[
E_v = \hbar \omega \left( \nu + \frac{1}{2} \right) - \hbar \omega x_e \left( \nu + \frac{1}{2} \right)^2, x_e = \frac{\hbar \omega}{4D_0}
\]  

(1.19)

To compensate for the anharmonicity of a diatomic molecule, parameter \( x_e \) is introduced with a typical value of about 0.01[1]. Another aspect taken into account is the distance of the vibrational quantum levels. For a molecule that oscillates harmonically, the distance between the levels are equal, but this is not the case with the vibrational quantum of the anharmonic oscillator. As the vibrational quantum level increases, the energy distance decreases and this change is represented by:

\[
\Delta E_v = E_{v+1} - E_v = \hbar \omega - 2 \hbar \omega x_e (\nu + 1)
\]  

(1.20)
Due to this constant energy decrease as the vibrational quantum number increases, the last two vibrational levels have the smallest energy difference.

The rotation energy of a diatomic molecule does not suffer from the complexities of harmonic and anharmonic and can be found from the Schrödinger equation as a function of its rotational quantum number:

\[ E_r = \frac{\hbar}{2I} (J + 1) = BJ(J + 1) \]  

(1.21)

\[ I = \left[ \frac{M_1 M_2}{(M_1 + M_2)} \right] r_0^2 \]  

(1.22)

Where \( B \) is the rotational constant and \( I \) is the momentum of inertia of the diatomic molecule and factoring in the two masses of the molecule. These values are heavily dependent upon \( r_0 \) which is the distance between nuclei during molecule vibration. With this relation, it is clear that the constant \( B \) decreases as the vibrational quantum number increases:

\[ B = B_e - \alpha_e \left( \nu + \frac{1}{2} \right) \]  

(1.23)

For this relation, \( B_e \) defines the zero vibrational level and constant \( \alpha_e \) describes the influence of molecular vibration on the momentum of inertia and rotational constant, \( B \).

What has been discussed helps to understand the elementary processes of charged species and the processes of excited molecules in the plasma, however it does not help to explain how a
plasma is produced. As mentioned earlier, various forms of power can be used to generate it (AC, DC [pulsed], RF) and in these cases, they provide the breakdown voltage necessary to produce a plasma through an applied electric field. When the electric field is sufficiently high enough, the electrons gain more energy from the applied EF than they lose through collisions with the neutral particles. This causes them to accelerate and produce the electron avalanche needed to breakdown the gas. The avalanche can more accurately described as a multiplication of electrons per unit length of the applied electric field, which is known as the Townsend breakdown mechanism. The ionization coefficient in this mechanism is denoted by $\alpha$, and is related to the direct electron impact ionization coefficient by:

$$
\alpha = \frac{\nu_i}{\nu_d} = \frac{1}{k_i} \left( \frac{E}{n_0} \right) n_0 = \frac{1}{\mu_e} \frac{k_i (E/n_0)}{E/n_0}
$$

(1.24)

Where $\nu_d$ is the electron drift velocity, $\nu_i$ is the ionization frequency and $\mu_e$ is the electron mobility. Because this electron mobility is inversely proportional to the pressure in the system, the Townsend coefficient is adjusted to become parameter $\alpha/p$. Moreover, due to the nature of the Townsend breakdown mechanism, another parameter is factored in and it is called the secondary electron emission coefficient, $\gamma$, which is the probability of a secondary electron being generated when a positive ion impacts the cathode. In the Townsend breakdown, each primary electron (electron to start the avalanche) produces $\exp(\alpha d)-1$ positive ions in the gap. As these positive ions are forming, they move towards the cathode and eliminate $\gamma[\exp(\alpha d)-1]$ electrons from the cathode [1]. This $\gamma$ depends on the type of material, type of gas and ion energy.
However, different circumstances require different applied EFs to initiate the breakdown of the gas. In 1889, Friedrich Paschen established Paschen’s Law which is an equation that provides the breakdown voltage for a gas between two electrodes as a function of pressure (in Torr) and gap distance (in cm) and is defined as:

\[
V = \frac{B(pd)}{C + \ln(pd)}
\]  

(1.25)

Where \( C \) equals:

\[
C = \ln A - \ln \ln[(1/\gamma) + 1]
\]  

(1.26)

In this relation, \( A \) is defined as saturation ionization of the gas while parameter \( B \) is related to the excitation and ionization energies.

When this breakdown voltage is met, the non-conducting working gas is now conductive. The strong primary avalanche then forms a thin plasma channel that is described as a “streamer” [1]. The direction of the streamer is dependent upon the discharge gap. For example, if the discharge gap is small, then streamer forms only when the primary avalanche reaches the anode and is known as a cathode directed streamer. The streamer first begins at the anode because the electric field will be the highest due to the concentration of positive charges and this results in a fast propagation towards the cathode. Typical values of plasma densities (maximum electron concentration) at the head of the streamer is about \( 10^{12}-10^{13} \text{ cm}^3 \) [1].
Figure 1. Illustration of cathode-directed streamer. Ref. Adam Zandani
CHAPTER 2: DBD & LITERATURE REVIEW

DBD directly means Dielectric Barrier Discharge. The barrier usually consists of two electrodes separated by a dielectric. In some cases, the dielectric between the electrode gap can be the carrier gas while in other instances it can be an insulating material such as ceramic, glass, or a form of polymer. When a high electric field is applied across the electrodes, a discharge can occur. Hence, constituting the name Dielectric Barrier Discharge. Although this method is a common tactic is generating atmospheric pressure plasma, there is not only one way to configure it. In fact, there are four ways: dielectric-free electrode jets (DFE), single electrode jets, dielectric barrier discharge-like jets and, dielectric barrier discharge-based jets (DBD).

To begin with, a dielectric free electrode jet is just as the name describes. It is free of a dielectric and uses two electrodes in which a high voltage electrode is placed within an electrode in the form of a tube. This tube electrode is then grounded and an RF power source allows for the discharge to occur. However, due to the fact it does not contain a dielectric, the power coupled into the plasma is relatively high compared to other methods. This high power that is delivered to the plasma results in gas temperatures higher than room temperature.

Single electrode jets can be constructed in one of two ways, either with a dielectric tube on the outside of a high voltage electrode or just with a single high voltage electrode. When placed inside of the dielectric tube, the tube only acts as carrier of whatever working gas is used. As with any other form of DBD plasma, it can be generated with a wide host of power systems such as AC, DC (pulsed), or RF, but this construction is prone to arcing. To combat this, an RC (resistor-capacitor) circuit is usually coupled into the system in order to control exactly how much of the applied voltage and current makes it to the discharge. A DBD-like jet is built similarly to the single electrode jet, but differs with the addition of a grounded electrode.
In this work, the DBD-based jet is of primary concern. In this configuration, a high voltage electrode is placed in series with a dielectric tube with the working gas usually a noble gas (He, or Ar) and results in a discharge of an atmospheric pressure plasma jet which operates with an electron temperature of 1-2 eV [10]. It can also be built with either only the high voltage electrode in series or also with a grounded electrode in series. It should be noted that in the instance of only one electrode, the discharge that occurs is not as strong as in a double electrode setup. The benefit of using a dielectric in these configurations is that it is significant to the non-thermal property of the plasma. As the electric field is applied to the electrode to allow discharge, charge builds up on the dielectric material. This creates an electrical potential which limits the amount of applied current that makes it into the discharge which results in a plasma with a low power density [2]. This limitation allows the jet to be developed while only using several watts of power [2]. The dielectric also serves a way avoid arcing due to its insulating properties. The reason noble gases are used as the working gas is because of its ability to be excited into a metastable state and allowing for breakdown through collisions with these metastables and primary electrons provided by the applied electric field or through Penning Ionization. This type of breakdown is known as the Townsend breakdown which is described in the previous chapter.
Both the single and double electrode design has been studied by Jiang et al. [3] to understand its effect on the plasma generation and characteristics. The jet length, optical intensities, discharge current, and propagation velocities were examined as a function of changing design, gas flow rates, and voltage. The method of generation used is an AC power supply with a constant output of 17 kHz with voltage ranging from 4 kV to 12 kV with helium (99.999% purity) as the working gas. The dielectric used here is a quartz capillary tube and placed in series with aluminum electrodes that are 2 cm apart in the double electrode configuration. The active electrode remains at 1 cm from the dielectric tip throughout the study. The optical intensities were observed by placing two photomultiplier tubes orthogonal to the jet axis at 25 mm away from the effluent which also provides information on the propagation velocity by recording the photoelectron emission through a time instance. In the case of studying the discharge current, a 300 Ω load resistor is placed on the active electrode or on the ground electrode, depending on the design, then connected to high voltage passive probe to obtain the waveform and record it through an oscilloscope. It was observed that as gas flow rate increased from 50 L/min to 200 L/min, the jet length increased.
This trend was also observed as the peak-to-peak voltage was increased; however, it was seen that at a necessarily high voltage, the discharge extends further than the ground electrode. When the voltage gets to that point, the ground electrode can no longer compensate this high polarization which “results in an overfall of charges” [3]. In this circumstance, the applied voltage must surpass ~8 kV in order to sustain a discharge. This gives insight into how a discharge is able to form in a single electrode design. Due to the absence of a ground electrode, the circuit is completed by the drift of charge carriers in the working gas and acts as a virtual ground [3]. Furthermore, this means that the active electrode is the anode while the virtual ground (gas) is the cathode. When the discharge occurs, it is propelled into the ambient air (downstream) and upstream through the tube by the flow of the gas making the jet formation a cathode-directed streamer. It is mentioned that with a ground electrode, the streamer makes a conducting channel which categorizes it as a streamer-triggered glow discharge [3].

In addition to this study, other investigations of the single electrode design have been performed such as the spectroscopic study of an atmospheric plasma jet conducted by Zhu et al. [4]. Here, the jet was propelled into both ambient air as well as a glass bottle purged with helium to understand how it interacts with the air once it leaves the dielectric tube. A copper electrode is placed 4 cm away from the glass tube and being driven by an AC power source at 52 kHz and around 4 kV [4]. To obtain spectroscopic readings, an EMCCD (electron multiplying charge coupled device) is placed perpendicular to the jet axis. It was observed that the emission spectrum in the ambient air was predominately comprised of excited N₂ (C³Π_u-B³Π_g), ionized N₂, metastable He atoms, Oxygen and OH particles. On the other hand, when emission spectrum was taken of the jet in the helium filled tube, the helium metastable species were much more prevalent than any others. This is because the N₂, OH, and O lines are only strongly emitted due
to the plasma’s interaction with the air. N\textsubscript{2} and OH lines were still present in this case due to the N\textsubscript{2} and H\textsubscript{2}O molecules on the surface of the glass walls and possible impurities in the gas feed lines [4].

When it comes to spectroscopy readings, recognizing the distance away from the light source, how much light is being collected, and where along the effluent readings are being taken are vital to understanding the information provided by the emission intensities of various species. With this in mind, Ilik et al. [5] conducted a study in which the optical behavior of a helium jet is of concern. It should be noted that although this paper is focused on a single electrode jet driven by AC power, the design utilized by Ilik and co-author use an axial pin electrode and an external ring electrode design [2]. Despite this, the similarity between the single electrode and this design is that they are both types of a DBD-based configuration. To continue, a spectrometer is coupled with a CCD to study the emission intensities as flow rate changes. The jet is powered by an AC power supply with a voltage of 18 kV and a frequency of 15 kHz. The helium gas flow rates were varied from 1 L/min to 5 L/min in increments of 1 L/min. It was observed that as gas flow rate increased, Oxygen species, OH, and ionized N\textsubscript{2} molecules increased while excited N\textsubscript{2} reached a peak value at around 3 L/min. According to the authors, this is due to the increasing ionization of N\textsubscript{2} molecules. As gas flow rate increases, N\textsubscript{2} becomes increasingly ionized by the increased flow of helium metastables that allow for the Penning Ionization of the molecule.

Just as important as the chemistry of the atmospheric pressure jets, is the electrical parameters and information provided. Typical electrical characteristics are usually the applied voltage, current, and frequency coming from the power supply to the electrode(s). The applied voltage and frequency is usually provided through the use of a high voltage passive probe, while the applied current is provided through an inductive coil or a high voltage load resistor when
available (double electrode system, second high voltage probe) which are all then connected back to an oscilloscope to be digitally stored. One massive advantage in using a double electrode configuration is the ability to obtain the discharge current and a QV analysis (Lissajous figure) of the plasma reactor by relatively easy circuit adjustments. That analysis allows for one to figure out exactly how much power is coupled into the plasma and allows some correlation between power consumed by the reactor and the emission intensities of the various species.

Arguably one of the most important aspects of an atmospheric pressure cold plasma jet is its gas temperature. The temperature is around room temperature which makes it ideal for a whole host of applications and implementations. Because of this, techniques for obtaining values of the gas temperature have been employed. Depending on the level of excitation in the air plasmas, either the OH radical, the excited N\(_2\) (C\(^3\)Π\(_u\)-B\(^3\)Π\(_g\)) molecule, the ionized N\(_2\), NO or O\(_2\) can be used. Also, due to the nonequilibrium nature of these plasmas, it was determined that the overall gas temperature is best estimated by the rotational temperatures. In this paper, Laux et al. [7] uses the technique of a program called SpecAir. In this program, the spectra of the selected molecule is imported and the program uses theoretical values in order to best fit the experimental spectra. Through functions such as the slit function, the program is able to take into account (through input of the user) the grating, center wavelength, FWHM (full-width half maximum) and slit width of the spectrometer used in an attempt to best match the experimental parameters. After specifying all of these conditions, the program fits a theoretical spectrum with the measured in order to provide a very good estimation of not only the rotational temperatures, but also the electronic, translational, and vibrational temperatures depending on user need and resolution.
CHAPTER 3: EXPERIMENTAL SETUP AND METHOD

Figure 3. Schematic of experimental setup.

Figure 4. Photo of jet during experiment. Taken by Adam Zandani.
The plasma jet in this study is a single electrode DBD-based configuration and is schematically shown in figure 3. High purity helium (99.999%) is fed through the Teflon dielectric tube with an inner diameter of 4.4 mm, an outer diameter of 6.4 mm (.25 in), wall thickness of 1 mm, and length of 15.3 cm. This tube is placed in series with a 1 inch long steel electrode with an inner diameter of 6.5 mm, outer diameter of 1 cm, and wall thickness of 2.5 mm. Both the dielectric and electrode are placed in a 3D printed holder, with the electrode 47 mm away from the Teflon tip. The electrode was then connected to a high voltage alternating current power supply (Amazing1 PVM/DDR plasma driver) which has a maximum peak-to-peak output of 30 kV and 50 mA. To obtain the values of applied voltage and current, a high voltage passive probe (Tektronix P6015A 10 ft) with a bandwidth of 75 MHz and a wide band current monitor (Pearson Model 6585) both took readings along the high voltage cable coming from the power supply. These resulting waveforms and values were obtained using a Tektronix MSO 4054 mixed signal oscilloscope with a sampling rate of 50 mega-samples per second with a bandwidth of 500 MHz.

To understand the species produced by this jet, emission intensities from 300 nm to 800 nm were measured using optical emission spectroscopy (OES) with a .75-meter Princeton Instruments Acton SP2750 spectrometer coupled with a PI-MAX 3 1024i ICCD camera. Emitted light from the plasma entered the spectrometer slit (100 μm) and is split with a 300 grooves/mm (Blazed 500 nm) grating in order to resolve the resulting peaks. For these measurements, the effluent was 3 cm away from the slit and readings were taken after 20 minutes of operation to confirm stable readings. The camera was operated with a gate width of 2 seconds and averaged over 20 accumulations to ensure consistency among the data. The spectrometer wavelength and
intensity were calibrated through Princeton Instruments Intelllical system and spectral data was obtained through use of Princeton Instruments LightField software.

This experiment varied operating parameters such as applied voltage, frequency, gas flow rate, and distance along the jet axis to understand specie production and how each operating condition relates to their production. Voltage was varied from 8 kV to 12 kV in increments of 2 kV, frequency was varied from 26 kHz to 30 kHz in increments of 2 kHz, gas flow rates were varied from 2.5 L/min to 7.5 L/min in increments of 2.5 L/min, and distance along the axis was varied from 0 cm to 3 cm in increments of 1.5 cm. Gas temperature was analyzed through SpecAir software using the N₂ second positive system (315 nm) to see how the non-thermal properties of the plasma were affected as power coupling and other operating conditions were varied. For this measurement, greater resolution of the rotational peak is desired, so a much higher dispersion grating is used (2400 grooves/mm Blazed Holographic-UV). Also, electrical measurements such as peak-to-peak values and RMS values of both voltage and current were taken during each measurement to correlate applied power and estimate the power consumed by the jet while producing the resulting emission intensities.
CHAPTER 4: RESULTS AND DISCUSSION

Figure 5. Typical optical emission spectrum.
Ref. Adam Zandani
4.1- Species Production

A general optical emission spectrum recorded by the ICCD is shown in figure 5 along with the corresponding chemical species related to the peaks. The raw data is obtained through the LightField software and then normalized to better show the relevant changes with respect to each variable. For a broadband view of the entire spectra, a 300 grooves/mm (Blazed 500nm) grating is used coupled with an ICCD gate width of 2 seconds to allow sufficient light to accumulate on the microchannel plate (MCP). Just as important as light collection, is understanding how the camera accumulates signal. When the camera is powered on, it will naturally begin to accumulate “dark charge” regardless of the status of the photocathode, which can severely alter concentration counts between measurements. To limit this thermally induced phenomenon, the internal temperature of the camera is operated at -20° C. Furthermore, the camera’s ability to employ cleaning cycles are also utilized. Cleaning cycles continuously remove any signal gathered until the camera begins data acquisition. The amount of cleaning cycles can be specified by the user depending on the circumstances, however for this case, the camera was set for 128 cleaning cycles before acquisition to limit the dark charge accumulation as well as a background subtraction each use. In accordance with may other studies concerning helium apps [4] [5] [14] [16-17], the species generated agree with what was observed. A complete and extensive list of all species generated in this jet is found in Table 1 and contains corresponding wavelengths, specific band transitions and photon emission energy.
**Table 1- List of species generated**

<table>
<thead>
<tr>
<th>( \lambda ) (nm) (approximate)</th>
<th>Species</th>
<th>Band Transition</th>
<th>Emitted Photon ( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>308</td>
<td>OH (A-X)</td>
<td>(0,0)</td>
<td>4.02 eV</td>
</tr>
<tr>
<td>315</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(1,0)</td>
<td>3.93 eV</td>
</tr>
<tr>
<td>337</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(0,0)</td>
<td>3.69 eV</td>
</tr>
<tr>
<td>353</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(1,2)</td>
<td>3.51 eV</td>
</tr>
<tr>
<td>357</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(0,1)</td>
<td>3.47 eV</td>
</tr>
<tr>
<td>371</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(2,4)</td>
<td>3.34 eV</td>
</tr>
<tr>
<td>375</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(1,3)</td>
<td>3.31 eV</td>
</tr>
<tr>
<td>380</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(0,2)</td>
<td>3.26 eV</td>
</tr>
<tr>
<td>391</td>
<td>( \text{N}_2 ) (First Negative System)</td>
<td>(0,0)</td>
<td>3.17 eV</td>
</tr>
<tr>
<td>399</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(1,4)</td>
<td>3.11 eV</td>
</tr>
<tr>
<td>406</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(0,3)</td>
<td>3.06 eV</td>
</tr>
<tr>
<td>420</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(2,6)</td>
<td>3.01 eV</td>
</tr>
<tr>
<td>427</td>
<td>( \text{N}_2 ) (First Negative System)</td>
<td>(0,1)</td>
<td>2.9 eV</td>
</tr>
<tr>
<td>434</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(0,4)</td>
<td>2.86 eV</td>
</tr>
<tr>
<td>447</td>
<td>( \text{He} ) (4d^3-2p^3)</td>
<td></td>
<td>2.77 eV</td>
</tr>
<tr>
<td>457</td>
<td>( \text{N}_2 ) (Second Positive System)</td>
<td>(1,6)</td>
<td>2.71 eV</td>
</tr>
<tr>
<td>470</td>
<td>( \text{N}_2 ) (First Negative System)</td>
<td>(0,2)</td>
<td>2.63 eV</td>
</tr>
<tr>
<td>486</td>
<td>( \text{H(\beta)} )</td>
<td></td>
<td>2.55 eV</td>
</tr>
<tr>
<td>492</td>
<td>( \text{He} ) (4d^{1,2}-p^1)</td>
<td></td>
<td>2.52 eV</td>
</tr>
<tr>
<td>502</td>
<td>( \text{He} ) (3p^1-2s^1)</td>
<td></td>
<td>2.47 eV</td>
</tr>
<tr>
<td>522</td>
<td>( \text{N}_2 ) (First Negative System)</td>
<td>(0,3)</td>
<td>2.37 eV</td>
</tr>
<tr>
<td>587</td>
<td>( \text{He} ) (3d^3-2p^3)</td>
<td></td>
<td>2.11 eV</td>
</tr>
</tbody>
</table>
616  Oxygen Triplet  (4d^5-3p^5)  2.01 eV
631  N\textsubscript{2} (First Positive System)  (10,7)  1.96 eV
656  H(\alpha)  
667  He  (3d\textsuperscript{1}-2p\textsuperscript{1})  1.86 eV
674  N\textsubscript{2}  Infrared  1.84 eV

677  Oxygen Triplet  (3p\textsuperscript{1}-3s\textsuperscript{1})  1.73 eV
706  He  (3s\textsuperscript{3}-2p\textsuperscript{3})  1.75 eV
715  Oxygen Triplet  (3p\textsuperscript{1}-3s\textsuperscript{1})  1.73 eV
727  He  (3s\textsuperscript{1}-2p\textsuperscript{1})  1.71 eV
777  Oxygen Triplet  (3s-2p)  1.59 eV

4.1.1- Hydroxyl radical

The hydroxyl radical, OH (A^2\Sigma-X^2\Pi), is an oxidizing agent and is a specie that has gained the attention of researchers across all of the sciences such as biology, chemistry, and physics. This is due to its effectiveness and wide range of vital capabilities such as water purification, energy storage, and pollutant removal [8]. Although it is a stable molecule, meaning it is electrically neutral, it is highly reactive as well as very short lived. However, it is this high reactivity which gives this molecule the consequent interest. This high reactivity is caused by its unstable electron configuration in which the orbital shell is not full, leading to a need to take an electron through reactive processes or share an electron through combination with other atoms or molecules. This is evident in its ability to purify water and rid the atmosphere of pollutants such as greenhouse gases such as methane (CH\textsubscript{4}) and ozone (O\textsubscript{3}). By being an oxidizing agent, its tendency to react with these types of molecules cause it to break apart various bonds through
reactive processes in search of an electron. Overall, this high reactivity results in an electron affinity of 1.8 eV.

This molecule is formed in multiple ways depending on the application and environment, but in this system, it is facilitated through electron impact dissociation and/or electron dissociative attachment of water (H₂O) molecule that is present in the ambient air and possibly in the gas lines as an impurity. To dissociate the H₂O molecule, the energy for the incident electron must be ~9.1 eV [10] while for dissociative attachment, the electron energy required is 6.5 eV [1]. This disparity in electron energy dictates the reaction which will occur. When the electron has enough energy (9.5 eV), it is able to dissociate the water molecule through an elastic collision and remain as a free electron in the system. However, when it has a value less than that (6.5 eV), it is able to provide dissociation, but not able to perform an elastic collision by attaching to the free hydrogen which has a relatively weak electron affinity of .75 eV [1]. The reaction process, rate constants, and cross sections for the electron impact with H₂O is given by [1] [9] [10]:

\[
e^{-} + H_{2}O \rightarrow OH + H + e^{-} \quad k = 2.3 \times 10^{-18} - 1.8 \times 10^{-16} \text{ m}^3\text{s}^{-1} \quad \sigma = 9.35 \times 10^{-17} \text{ cm}^2 \quad (4.1)
\]

\[
e^{-} + H_{2}O \rightarrow OH + H^- \quad k = 4.9 \times 10^{-18} - 4.7 \times 10^{-17} \text{ m}^3\text{s}^{-1} \quad \sigma = 7 \times 10^{-18} \text{ cm}^2 \quad (4.2)
\]
OH (\(A-X\)) - 308nm
F = \(~26\) kHz
Gas Flow = \(2.5\) L/min

(a)

(b)
To begin, the hydroxyl radical was first analyzed as a function of changing voltage from 8 kV to 12 kV in 2 kV increments and distance every 1.5 cm at different frequencies. In figure 6, it is clear that as voltage increases, the emission intensity of the radical increases. When applied voltage increases, the amount of power and energy going into the system increases, which also increases the electron density within the effluent. This electron density increase is beneficial due to the fact that the OH radical is primarily facilitated through electron interaction with H₂O to either perform dissociation or dissociative attachment. In the case of 2.5 L/min, the jet length only extended to about 1.75 cm, so only two distance readings were able to be taken. But for 5 L/min and 7.5 L/min, all readings were able to be obtained as the jet lengths were about 3 cm and 5 cm, respectively.
(a) OH (A-X) - 308 nm
F = ~26 kHz
Gas Flow = 5 L/min

(b) OH (A-X) - 308 nm
F = ~28 kHz
Gas Flow = 5 L/min
Figure 7. Dependence of OH at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 5 L/min.
(a) OH (A-X) - 308 nm
F = ~26 kHz
Gas Flow = 7.5 L/min

(b) OH (A-X) - 308 nm
F = ~28 kHz
Gas Flow = 7.5 L/min
Figure 8. Dependence of OH at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 7.5 L/min.

This trend of increasing voltage leading to an increase in emission intensity is evident through different flow rates as well as different frequencies as shown in figure 7 and 8. However, it is also evident that as distance from the dielectric tip increases, there is a decrease in overall intensity and production. This change is a result of the effluent leaving the tube and interacting with ambient air. As mentioned earlier, the high reactivity of this specie causes it to be very short-lived and effectively destroyed as it interacts with the ambient air. The main mechanisms for this result are due to the quenching and recombination processes that occur with air constituents as well as a decrease in electron density along the length of the plasma. The mechanisms responsible for this behavior are provided by [9] [11] [12] [32]:

[Figure 8: Graph showing the dependence of OH on voltage and distance at different frequencies.]

(c)
OH+OH -> H₂O+O \[ k=1.9\times10^{-18} \text{ m}^3\text{s}^{-1} \] (4.3)

OH+O -> O₂+H \[ k=3.3\times10^{-17} \text{ m}^3\text{s}^{-1} \] (4.4)

OH+H -> H₂O \[ k=2\times10^{-16} \text{ m}^3\text{s}^{-1} \] (4.5)

OH+HO₂ -> H₂O+O₂ \[ k=1.1\times10^{-18} \text{ m}^3\text{s}^{-1} \] (4.6)

These reactions signify the importance of electron density and applied power in the production of the OH radical. In other studies, the hydroxyl radical has shown to be heavily reliant upon the gas temperature (T₉ ~300 K in non-thermal jets), electron temperature (Tₑ ~1-2 eV), ionization degree of the plasma system (10⁻⁵-10⁻⁴), electron and particle density (nₑ ~10²⁰-10²¹ m⁻³, n₀= 2.55x10¹⁹ cm⁻³) and gas composition as well as any admixtures (Helium- 99.999%) [10] [13]. Another observation is the favorable effect of increased gas flow rate on the concentration of OH produced throughout the effluent. In figures 6-8, the intensity readings at the end of the jet lengths increase relative to the highest concentration as a function of increasing flow rate. This is also displayed in figure 9, which looks at the effect of the gas flow rate at the same distance along the axis and same frequency from the power supply.
As gas flow rate increases from 2.5 L/min to 7.5 L/min, the gas residency time decreases from .054 s to .025 s. Here, gas residency time just defines how long the helium gas stays in the tube before being propelled out into the environment. The shorter the gas residency time, the faster the gas velocity. This increase in gas velocity limits the interaction of the surrounding air by exiting the tube with more force, hence shifting a lot of that ambient air away from the tube exit. The higher velocity also allows for it to live a much longer lifetime along the distance of the effluent by a combination of pushing it further and limiting the amount of air it comes into contact with. Overall, these results agree with those seen by Gott et al. [14] and Ilik et al. [5].
4.1.2- \( \text{N}_2 \) (Second Positive System)

The \( \text{N}_2 \) second positive system (\( \text{C}^3\Pi_u-\text{B}^3\Pi_g \)) is a vibrationally excited electronic state that can be facilitated either through direct impact with an electron. This particular molecule along with the ionized version of it, which will be discussed later, dominates the optical emission spectrum of this helium jet. That is due to the plethora of \( \text{N}_2 \) in the atmosphere and consequently, in the surrounding air. This system is known to appear most readily in discharges containing nitrogen or air as seen in figure 5 and Table 1 and also instances in nature such as the Aurora Borealis (Northern Lights) which is an example of a cold plasma phenomenon.

Before the discharge, the \( \text{N}_2 \) molecule is in its vibrational ground state which is denoted by \( \text{X}^1\Sigma_g \). When the discharge occurs and the electrons begin to collide with the \( \text{N}_2 \) in the ambient air, it is then excited one of its electronic states which is denoted by \( \text{C}^3\Pi_u \). Depending on the amount of energy transferred in these collisions, the \( \text{N}_2(\text{C}^3\Pi_u) \) can be excited into various vibrational levels. As with excited species, which do not have the ability to go into a metastable state, the \( \text{N}_2(\text{C}^3\Pi_u) \) decays at a rate of \( 1.33 \times 10^7 \text{ s}^{-1} \) [23] [24], into a vibrational level of a lower electronic state \( \text{B}^3\Pi_g \), and releases that energy in the form of photon emission and with a radiative lifetime of \( 6 \times 10^{-6} \text{ s} \) [1]. This occurrence is known as the second positive system of \( \text{N}_2 \).

The process, energy associated, reaction rate, and cross section are given by [15] [18] [22]:

\[
\begin{align*}
\text{e}^-+\text{N}_2 \ (\text{X}^1\Sigma_g) &\rightarrow \text{N}_2 \ (\text{C}^3\Pi_u)+\text{e}^- &\text{N}_2 \ (\text{B}^3\Pi_g) + \text{photon} &\sigma = 1 \times 10^{-19} \text{cm}^2 & (4.7) \\
11.1 \text{ eV} & & 7.4 \text{ eV} & k = 2.7 \times 10^7 \text{ cm s} & (4.8)
\end{align*}
\]
Figure 10. Anharmonic potential energy curves for this particular N₂ system. Ref. 18, 20.

The information provided in 4.7 and 4.8 is only representative of the ground state (0,0) of this system. The plasma employed here generates various different vibrational levels of this band as shown in table 1, which each have different energies and electron impact cross sections associated with them and is given in table 2 [15] [20] [27]:

Table 2 - Optical emission cross sections and vibrational energy levels for the N₂ (C³Πₐ-B³Π₉)

<table>
<thead>
<tr>
<th>Transition (v', v'')</th>
<th>Eᵢ(eV)</th>
<th>Eᵣ(eV)</th>
<th>σ (10⁻¹⁸ cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,0)</td>
<td>~11.3</td>
<td>~7.4</td>
<td>7.03 (±1.2)</td>
</tr>
<tr>
<td>(1,2)</td>
<td>~11.3</td>
<td>~7.8</td>
<td>3.16 (±.63)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>~11.1</td>
<td>~7.6</td>
<td>6.87 (±1.17)</td>
</tr>
<tr>
<td>(1,3)</td>
<td>~11.3</td>
<td>~8</td>
<td>3.02 (±.51)</td>
</tr>
</tbody>
</table>
Figure 10 details the potential energy curve for the N$_2$ second positive system and shows the different vibrational levels within the electronic states. With this information, the various vibrational band transitions can be understood along with the excited energy at electron/metastable impact, energy after decay, and photon emission energy as is quantified in table 2.

| (0,2) | ~11.1 | ~7.8 | 2.73 (±.46) |
| (1,4) | ~11.3 | ~8.2 | 1.12 (±.23) |
| (0,3) | ~11.1 | ~8  | .88 (±.18)  |
| (3,7) | ~11.7 | ~8.7 | .13 (±.023) |
| (2,6) | ~11.5 | ~8.5 | .21 (±.041) |
| (0,4) | ~11.1 | ~8.2 | .23 (±.050) |
| (1,6) | ~11.3 | ~8.5 | .15 (±.031) |

@ 0 cm
@ 1.5 cm

$N_2$ (SPS)- 337 nm
Gas Flow= 2.5 L/min
F= ~26 kHz
Figure 11. Dependence of $N_2 (C^1\Pi_u-B^3\Pi_g)$ at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 2.5 L/min.
Figure 11 shows the effect of increasing voltage on the emission intensity of this vibrationally excited system. It is observed that as voltage increases, intensity increases as well. Adding more voltage into the system results in added power input into the system and this leads to a higher electron density within the discharge. For this second positive system, the vibrationally ground state of N\textsubscript{2} must gain at least 11.032 eV of energy through electron collisions in order to be excited into the C\textsuperscript{3}\Pi\textsubscript{u} electronic state. A higher electron density and power input allow for more electrons to be generated and gain a high enough energy from the applied electric field in order to facilitate this process. On the other hand, at 2.5 L/min, the jet length only extended to about 1.75 cm. A measurement at 1.5 cm along the jet axis effectively means it is a measurement at the end of the jet, where the electron density will be the lowest. Therefore, the effect of distance on intensity can not be confirmed without the measurements from a gas flow rate of 5 L/min and 7.5 L/min under the same circumstances.

It should also be noted that for all species operated at 12 kV, 2.5 L/min, at a distance of 1.5 cm from the jet, the emission intensity suffers a decline relative to other voltages at that same distance which is portrayed in figure 11. During experiments, it was observed that when voltage was increased from 10 kV to 12 kV, the jet length actually shortened by a few tenths of a centimeter. This occurrence is isolated to this voltage parameter and this flow rate. In the single electrode system, the cathode is essentially the flow of the working gas and the jet length is dictated by the void of macroscopic neutrality by the presence of electrons within the medium. It is postulated that when the voltage increases to this point, the increased electron density become primarily concentrated inside of the tube coupled with the low gas flow rate not being able to push these charge carriers out of the tube and/or not being able to efficiently compensate the polarization as a virtual ground. The latter supposition can be explored further through applied
voltage, current, and total circuit measurement comparisons at different flow rates and same
frequencies to see the extent of the difference of gas flow rate alone on electrical characteristics,
which will be discussed in the next section.

(a)
Figure 12. Dependence of $N_2$ ($C^1\Pi_u - B^3\Pi_g$) at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 5 L/min.
(a) $N_2$ (SPS)- 337nm
Gas Flow= 7.5 L/min
F= ∼26 kHz

(b) $N_2$ (SPS)- 337nm
Gas Flow= 7.5 L/min
F= ∼28 kHz
Figure 13. Dependence of $N_2$ ($C^1Π_u$-$B^3Π_g$) at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 7.5 L/min.

Figure 12 and 13 both display the intensity of the second positive system as a function of voltage and distance at 5 L/min and 7.5 L/min gas flow rate, respectively. It also provides a better understanding on the effect of the distance from the tube exit, which looks at the effect of air interaction on the specie in question. At both of these flow rates, the trend in the effect of increased voltage holds true. But at 5 L/min, it is observed that the $N_2$ (SPS) reaches its peak intensity value at 1.5 cm from the tube exit, while it continues to rise and reach its peak at 3 cm from the tube exit at a gas flow rate of 7.5 L/min. This excited molecule is produced through a combination of interaction of the plasma with the surrounding air and reliance on free electrons to provide that excitation energy. In both of these situations, it is clear that the intensity increases as measurements are taken further down the effluent. This is due to the fact that at this point,
other species such as OH and other oxidants concentrations heavily decline as a function of distance away from the tube exit due to various quenching and recombination processes that occur as a result of reactivity. Despite this, the intensity of the second positive system decreases going from 1.5 cm to 3 cm at 5 L/min when this distance change only means more interaction with the air which should actually increase the emission. In the case of 5 L/min, the jet length reached 3 cm, which means the reading was taken at the tip of the jet where the resulting electron density would be the least. As established before, this N₂ second positive system relies on the presence of high energy electrons in order to allow for excitation to occur. At 7.5 L/min, it continues to increase in accordance with the voltage and distance. This is because at this flow rate, the jet length was measured to be 5 cm, which means there would be a much higher electron density at this point compared to 5 L/min.

Figure 9. Dependence of N₂ (C³Πᵤ-B³Π₉) on gas flow rate at a frequency of 26 kHz.
The effect of gas flow rate on the emission intensity of N$_2$ (C$^3$Π$_u$-B$^3$Π$_g$) is portrayed in figure 14 and indicates that it reaches its peak value in accordance with increasing voltage and at a gas flow rate of 5 L/min. At 2.5 L/min, the gas flow is weak, displacing the least amount of air, which results in the most interaction between the plasma and the surrounding air. The gas flow is responsible for the carrying the charged particles and at low velocity, it is not able to allow maximum interaction with the N$_2$ in the surrounding air. At 5 L/min, more air is displaced, however, more charged particles are able to be carried throughout the effluent to cause those collisions with the molecules. At 7.5 L/min, the air displaced is at a maximum meaning the air interaction is at its minimum although the charged particles are able to be carried the furthest. These results are in agreement with a number of studies concerning optical emission spectroscopy positioned along the jet axis such as [5] [14] [17] [21]. Typical losses of this excited state come from quenching effects with air molecules such as the two most abundant: N$_2$ and O$_2$. The quenching rates by these two molecules are in the range of 10$^{-11}$-10$^{-10}$ cm$^3$ s$^{-1}$ [23] [24].

4.1.3- N$_2^+$ First Negative System

The N$_2^+$ first negative system (B$^2$Σ$^+_u$ - X$^2$Σ$^+_g$) is an ionized N$_2$ molecule that is primarily facilitated through collisions with helium metastables through a process called Penning Ionization. Similar to the second positive system, it dominates the emission spectrum of this jet and also begins as a vibrationally ground N$_2$ (X$^1$Σ$_g$) molecule in the ambient air until discharge occurs. Once discharge occurs the helium atoms in the working gas are excited into a metastable state and begin to collide with the N$_2$ molecules. The collision results in ionization of the molecule as well as exciting it into an electronic state, denoted by B$^2$Σ$^+_u$. Due to the instability at these excited states, the N$_2^+$ (B$^2$Σ$^+_u$) molecule decays at a rate of 1.21x10$^7$ s$^{-1}$ [23] [24] to the
$X^2\Sigma_g^+$ electronic state with a radiative lifetime of $6.5 \times 10^{-8}$ s and releases the energy loss as an emitted photon. The ionization process, energy level associated throughout the process, cross section, and reaction rate are given by [15] [20] [22] [24]:

$$\text{He}^* + \text{N}_2 (X^1\Sigma_g) \rightarrow \text{He}^+\text{N}_2^+ (B^2\Sigma_u^+) + e^- \rightarrow \text{N}_2^+ (X^2\Sigma_g^+) \quad \sigma = 10^{-15} \text{ cm}^2 \quad (4.9)$$

$$18.7 \text{ eV} \quad 15.6 \text{ eV} \quad k = 7 \times 10^{11} \text{ cm}^3 \text{ s}^{-1} \quad (4.10)$$

As was the case previously, this information (4.9 & 4.10) is only indicative of the ground state of the first negative system which is not the only vibrational excitation band produced here. The different energies associated with these transitions are given in table 3 [20]:

**Table 3- Vibrational energy levels for the N$_2$ (B$^2\Sigma_u^+$ - $X^2\Sigma_g^+$)**

<table>
<thead>
<tr>
<th>Transition ($v', v''$)</th>
<th>$E_i$(eV)</th>
<th>$E_f$(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,1)</td>
<td>~18.7</td>
<td>~15.8</td>
</tr>
<tr>
<td>(0,2)</td>
<td>~18.7</td>
<td>~16.1</td>
</tr>
<tr>
<td>(0,3)</td>
<td>~18.7</td>
<td>~16.3</td>
</tr>
</tbody>
</table>
(a) $N_2$ (FNS)- 391nm
Gas Flow= 2.5 L/min
$F= \sim 26 \text{ kHz}$

(b) $N_2$ (FNS)- 391nm
Gas Flow= 2.5 L/min
$F= \sim 28 \text{ kHz}$
In figure 15, the effect of increased voltage on the first negative system shows to be a favorable one. The increased electron density and power going into the system increase the concentration of this specific band although its method of production does not directly contain the use of electrons. N\textsubscript{2} first negative system has an ionization energy of 18.7 eV which is essentially not attainable in non-thermal atmospheric pressure plasma jets through direct electron impact. This is because the low power delivered to the plasma coupled with the charge accumulation on the dielectric do not allow for electrons to reach such high energies. Typical non-thermal apps have a mean electron energy of only several eV. Despite this, this molecule is able to be ionized by metastable helium atoms only when the energy level of the metastable surpasses the ionization energy needed. The helium atoms in the working gas receive these
energies through collisions with the free electrons. This increase in voltage leads to an increase in number density and energy of the electrons, which impart that energy to the helium atoms in the working gas, which then de-excite through Penning Ionization with the nitrogen molecules.

(a)
Figure 16. Dependence of $\text{N}_2^+$ ($\text{B}^2\Sigma_u^+ - \text{X}_2\Sigma_g^+$) at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 5 L/min.
(a) $N_2^+ (FNS)$ - 391 nm
Gas Flow = 7.5 L/min
$F = \sim 26$ kHz

(b) $N_2^+ (FNS)$ - 391 nm
Gas Flow = 7.5 L/min
$F = \sim 28$ kHz
Figure 17. Dependence of $N_2^+$ ($B^3\Sigma_u^+ - X^3\Sigma_g^+$) at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 7.5 L/min.

Figure 16 and 17 allow for the analysis of the effect of air interaction to be investigated on the production of this first negative system. The observations here are very similar to that of the second positive system because they are the same molecule and rely on the same circumstance in order to be excited or ionized: plasma interaction with the air. Here, the first negative system reaches its peak at 1.5 cm with the helium flow rate at 5 L/min. The reason for this is the same as mentioned in the case of the second positive system. The reading at 3 cm along the jet axis with a flow rate of 5 L/min corresponds to the point of the jet with the lowest number density of electrons. These electrons are vital to the production of the first negative system in that it provides the energy necessary to get the helium atoms into that metastable state so they may impart that energy to the nitrogen molecule and perform Penning Ionization. The
similarities continue as in the case of gas flow rate 7.5 L/min, it reaches its peak further along the effluent due to the high number of free electrons at that point.

![Graph showing peak intensity vs. voltage for different gas flow rates](image)

*Figure 18.* Dependence of $N_2^+$ ($B^2\Sigma_u^+ - X^2\Sigma_g^+$) on gas flow rate at a frequency of 26 kHz.

In order to gauge the significance of gas flow rate, figure 18 presents the data at the same distance from the tube exit and same frequency, while plotting the different flow rates. It is evident that the $N_2$ first negative system increases in accordance to voltage as well as flow rate. This is because of the importance of the presence of metastable helium atoms to the facilitation of the ionization. As mentioned previously, due to the non-thermal nature of the plasma it is extremely unlikely to produce this reaction through electron impact ionization. This heavy dependency upon the presence and flow of helium also contributes to the reason why the $N_2$ second positive system reaches its peak at 5 L/min. As flow rate increases, more helium atoms are flowed through the system meaning this increased number of helium atoms will gain energy
from the free electrons which are those same free electrons which facilitate the electron impact excitation needed to generate those vibrationally excited N₂ molecules [5]. Losses of this ionized specie come from quenching molecules that are most commonly found in air which are N₂ and O₂. The rates of these losses are very similar to that of the second positive system, \(10^{-11} - 10^{-10}\) cm³ s⁻¹. These reported results are in agreement with similar studies done [5] [21].

4.1.4- N₂ First Positive System

The N₂ first positive system (\(B^3\Pi_g - A^3\Sigma_u^+\)) is a vibrationally excited electronic state that is produced through a seemingly complicated process. As discussed in subsection 4.1.2, the method for generating N₂ second positive (\(C^3\Pi_u-B^3\Pi_g\)) consists of an electron colliding with the vibrationally ground N₂ molecule in the ambient air and exciting it into the \(C^3\Pi_u\) electronic state. Naturally, the excited state then decays into the \(B^3\Pi_g\) electronic state with the energy difference being released as a photon. In the case of the first positive system, it is excited into the \(B^3\Pi_g\) state and then decays into the metastable \(A^3\Sigma_u^+\) electronic state. The specific band observed in this discharge is identified as the (10,7) transition at approximately 631 nm. In a study conducted by Manalis et al. [26], the vibrational distributions of this system in a helium afterglow were investigated to understand its production. It was observed that there was a large population of N₂ molecules in the tenth vibrational level (9.3 eV) [20], which was “unusual” [26]. This large population was found to be a result collision-induced level crossing with the \(B^3\Sigma\) electronic state, which is very close in potential energy as shown in figure 19. This collisional level crossing is made possible by the overlap of the turning points of the curves [26]. The reaction process, energy associated with the transitions, and relevant cross sections are given by [15] [20]:
\[ e^- + N_2 \left( X^1 \Sigma_g \right) \rightarrow N_2 \left( B^3 \Pi_g \right) + e^- \rightarrow N_2 \left( A^3 \Sigma_u^+ \right) + \text{photon} \quad \sigma = 2.46 \times 10^{-17} \text{cm}^2 \quad (4.11) \]

9.3 eV \quad 7.35 eV \quad (4.12)

**Figure 19.** Potential energy level curve showing the level crossing at the observed vibrational level. Ref. 26.
Figure 20. Dependence of $N_2 (B^3\Pi_u - A^3\Sigma_u^+)$ at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 2.5 L/min.
As is the case in figure 20, an increase in voltage results in an increase of emission intensity of this molecule. This transition of N₂ is reliant upon the energy gained by the free electrons from the applied electric field in order to facilitate the excitation and subsequent decay into metastable state. The added voltage generates more electrons and high energy variants, which favorable to cause the emission of this state.

\[ N₂ (FPS)- 631 nm \]
\[ Gas \ Flow= 5 \ L/min \]
\[ F= \sim 26 \ kHz \]
Figure 21. Dependence of $N_2 (B^3\Pi_u - \Lambda^3\Sigma_u^+)$ at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 5 L/min.
$N_2$ (FPS)- 631 nm
Gas Flow = 7.5 L/min
$F = \sim 26$ kHz

(a)

$N_2$ (FPS)- 631 nm
Gas Flow = 7.5 L/min
$F = \sim 28$ kHz

(b)
In figures 20-22, it is clear that regardless of frequency or flow rate, the trend of intensity proportional to applied voltage holds true. In figures 21 and 22, the effect of air interaction with the plasma is investigated at these different flow rates and frequencies. It is observed that the effect of these parameters on the behavior of its emission intensity is very similar to that of the second positive system. In like manner, the first positive system reaches its peak value at a distance of 1.5 cm at 5 L/min, while continuing to increase along the effluent when flow rate increases to 7.5 L/min. For 5 L/min, 0 cm away from the tube exit refers to a point where electron density is highest (relative to further away from tube exit) and plasma interaction with the air is the least. At 3 cm away, this represents a point where number density is the least while air interaction is the highest. 1.5 cm away represents the median between these two parameters which are very significant to the production of both the first and second positive systems. At 7.5
L/min, the conditions mentioned are no different for air interaction and electron density, however, this increase in flow rate does change these facts. Due to the increased jet length from 3 cm to ~5 cm, the disparity between number densities are not as pronounced. This is evident in both the first and second positive systems as the concentration continues to increase from 1.5 cm to 3 cm.

![Graph showing dependence of N₂ (B^3Π_g – A^3Σ_u^+) on gas flow rate at a frequency of 26 kHz](image)

*Figure 23.* Dependence of N₂(B^3Π_g – A^3Σ_u^+) on gas flow rate at a frequency of 26 kHz

The effect of helium flow rate on this system is shown in figure 23 and yields the same findings as was observed with the second positive system. A flow rate of 5 L/min was most favorable in the role of producing this system while a flow rate of 7.5 L/min had the least favorable effect. This is due to the higher flow of charge particles into the surrounding air, which
is the main generation mechanism for the vibrationally excited N\textsubscript{2} molecules. 7.5 L/min was observed to have an adverse effect on this generation mechanism due to the increased ionization of N\textsubscript{2} by helium metastables at this flow rate which was observed and discussed in subsection 4.1.3.

4.1.5- Helium Metastable

The helium metastable is an electronically excited atom that is produced as a result of electron impact. Helium atoms are introduced through its flow as the working gas and gains energy through collisions with the electrons applied through the electric field. Similar to other species that obtain its energy through electron impact collisions, it is excited into a particular electronic state depending on the energy acquired. However, unlike most other atoms or molecules that are excited, it does not decay to its ground state, but to a “stable” electronically excited state and de-excites through collisions with other particles, as is the case with the ionization of N\textsubscript{2} in this system. This ionization only occurs when the energy level of the metastable atom exceeds the ionization energy of the molecule in question. It is considered to be stable due to its very long lifetime where it can remain for seconds and even minutes. For context, radiative lifetimes of typically excited atoms or molecules is usually between the range of $10^{-6}$ s to $10^{-10}$ s. For the helium metastable states observed in this plasma, the excitation process is given below, while the electronic state energy levels, emission transition probabilities ($A_k$), and corresponding electron impact cross sections are given in table 4 [22] [24] [28-31]:

\[ e^- + He \rightarrow He^+ + e \rightarrow He_{meta} + \text{photon} \]
### Table 4- Electron Impact cross sections and transition probability for Metastable Helium

<table>
<thead>
<tr>
<th>Transition</th>
<th>( E_i ) (eV)</th>
<th>( E_f ) (eV)</th>
<th>( \sigma ) (cm(^2))</th>
<th>( A_k ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 4d^3-2p^3 )</td>
<td>23.7</td>
<td>20.96</td>
<td>(~10^{-18})</td>
<td>3.77x10(^8)</td>
</tr>
<tr>
<td>( 4d^1-2p^1 )</td>
<td>23.74</td>
<td>21.2</td>
<td>(~10^{-18})</td>
<td>1.01x10(^8)</td>
</tr>
<tr>
<td>( 3p^1-2s^1 )</td>
<td>23.1</td>
<td>20.6</td>
<td>(~10^{-18})</td>
<td>4.01x10(^7)</td>
</tr>
<tr>
<td>( 3d^3-2p^3 )</td>
<td>23.07</td>
<td>20.96</td>
<td>(~10^{-18})</td>
<td>1.06x10(^9)</td>
</tr>
<tr>
<td>( 3d^1-2p^1 )</td>
<td>23.07</td>
<td>21.2</td>
<td>(~10^{-18})</td>
<td>3.19x10(^8)</td>
</tr>
<tr>
<td>( 3s^1-2p^1 )</td>
<td>22.92</td>
<td>21.2</td>
<td>(~10^{-18})</td>
<td>1.83x10(^7)</td>
</tr>
<tr>
<td>( 3s^3-2p^3 )</td>
<td>22.7</td>
<td>20.96</td>
<td>(~10^{-18})</td>
<td>8.3x10(^7)</td>
</tr>
</tbody>
</table>

---

**Graph (a):**

- \( \text{He}_{\text{meta}} - 706\text{nm} \)
- \( \text{Gas Flow} = 2.5 \text{ L/min} \)
- \( F = \sim 26 \text{ kHz} \)
Figure 24. Dependence of metastable helium at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 2.5 L/min.
As shown in figure 24, regardless of frequency, an increase in voltage results in an increase in emission intensity of the helium metastable. This is due to its production mechanism which relies on the availability of high energy electrons required for excitement. Increasing power delivered to the reactor generates more electrons and more high energy variants which benefits the generation of these metastables.
Figure 25. Dependence of metastable helium at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 5 L/min.
(a) 
He_{meta} - 706 nm  
Gas Flow = 7.5 L/min 
F = ~26 kHz

(b) 
He_{meta} - 706 nm  
Gas Flow = 7.5 L/min 
F = ~28 kHz
Figure 26. Dependence of metastable helium at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 7.5 L/min.

Despite different flows of helium and applied frequencies, voltage increase always results in an increase of specie concentration. However, figures 25 and 26 indicate a decrease in the concentration of these metastable atoms as it gets further from the tube exit regardless of frequency and flow rate. In the plasma, the helium atoms gain the energy during the discharge and is propelled outward into the ambient air where it interacts with molecules such as N\textsubscript{2} and O\textsubscript{2}. This increased interaction leads to more opportunities to collide with these molecules and result in de-excitation in ways such as Penning Ionization and dissociation. This process is precisely how the N\textsubscript{2}\textsuperscript{+} first negative system is generated. This observation is supported by the data in figures 16 and 17 that show an increase in emission intensity of the first negative system as the plasma is increasingly exposed to air. This decrease also provides an explanation of the
main loss mechanisms of this specie. Provided that metastable states have long radiative lifetimes, the only other forms of de-excitement are ionization and excitation of the air molecules. For this reason, the rate at which there is a loss due to $N_2$ is essentially equal to reaction rate at which Penning Ionization occurs as is defined in 4.9 and 4.10.

![Graph showing peak intensity vs voltage for different gas flow rates](image)

**Figure 27.** Dependence of the helium metastable on gas flow rate at a frequency of 26 kHz.

When gas flow rate was increased, the emission of the metastable helium saw a similar increase as shown in figure 27. Increasing flow rate increases the amount of the atoms flowing through the discharge zone within the dielectric tube. This allows more of these atoms to capture the energy through electron collisions, directly leading to an increase in the amount of helium atoms that gain enough energy to conduct the excitation process. Under this circumstance, more excited helium atoms would have to lead to more ionization. Figure 18 explores this correlation...
and shows that the emission of $\text{N}_2^+$ first negative system increases as flow rate increases. The ionization here is only able to be facilitated by metastable helium making the findings agree with one another. These results also agree with studies done which examine the correlation between this operating parameter and specie production such as [5] [17] [21] [29] as long as the flow remains laminar.

4.1.6- Atomic Oxygen

Atomic oxygen is best known for its strong oxidizing ability which makes it particularly useful for applications such as etching and bacterial decontamination. Similar to the hydroxyl radical (4.1.1), it is electrically neutral but highly reactive due to its unstable electron configuration. It is the second most electronegative element (electron affinity= 1.5 eV), which means it is very attracted to electrons and other molecules or atoms in an attempt to close its electron orbital shells. In this plasma, atomic oxygen triplet bands is produced through a combination of both electron impact dissociation excitation with $\text{O}_2$ in the ambient air, and Penning-type collisions with helium metastables with $\text{O}_2$ as reported by Xiong et al. [34]. Its facilitation begins as an $\text{O}_2$ molecule, but when collisions occur with either the electron or helium metastable, the bond between the oxygen atoms are broken and results in dissociation which only requires about 5.2 eV of energy [24]. The bands observed in this system contain more energy than the 5.2 eV required for dissociation and leads to excitation of the atomic oxygen to an electronic state depending on the amount of energy imparted. As with any excited state, the instability causes it to decay into another electronic state and release that energy difference in the form of a photon. The possible reactions, energies associated with the excited
states observed here, reaction rate, and the transition probabilities of these states are given by 4.13 and 4.14 and in table 5 [24] [28-29] [34]:

\[
\text{He}^* + \text{O}_2 \rightarrow \text{He} + \text{O}^* + \text{O} \quad k = 1 \times 10^{-12} \text{ cm}^3 \text{ s}^{-1} \quad (4.13)
\]

\[
e^- + \text{O}_2 \rightarrow \text{O}^* + \text{O} + e^- \quad (4.14)
\]

**Table 5- Electronic transitions, energy states, and transition probabilities for atomic Oxygen triplet bands**

<table>
<thead>
<tr>
<th>Transition</th>
<th>( E_i ) (eV)</th>
<th>( E_k ) (eV)</th>
<th>( A_{ki} ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>4d(^5)-3p(^5)</td>
<td>12.75</td>
<td>10.74</td>
<td>7.62x10(^6)</td>
</tr>
<tr>
<td>3p(^1)-3s(^1)</td>
<td>14.46</td>
<td>12.73</td>
<td>5.05x10(^7)</td>
</tr>
<tr>
<td>3p(^5)-3s(^5)</td>
<td>10.74</td>
<td>9.15</td>
<td>3.69x10(^7)</td>
</tr>
</tbody>
</table>
Figure 28. Dependence of atomic oxygen at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 2.5 L/min.
When increasing voltage, the atomic oxygen follows the same trend and increases along with it. This is due to the production mechanism that is responsible for these oxygen triplet bands. The increase in electron density and high energy electrons allow for more electron impact dissociation to occur and also allows more helium atoms to gain energy in order to provide the Penning-type reactions needed to dissociate and excite.

\[ O (3p^5-3s^5) - 777\text{nm} \]
\[ \text{Gas Flow} = 5 \text{ L/min} \]
\[ F = \sim 26 \text{ kHz} \]
Figure 29. Dependence of atomic oxygen at (a) 26 kHz, (b) 28 kHz, (c) 30 kHz, on voltage and distance at gas flow rate 5 L/min.
(a) \[ O \left( 3p^5 - 3s^5 \right) - 777nm \]
\[ \text{Gas Flow} = 7.5 \text{ L/min} \]
\[ F = \sim 26 \text{ kHz} \]

(b) \[ O \left( 3p^5 - 3s^5 \right) - 777nm \]
\[ \text{Gas Flow} = 7.5 \text{ L/min} \]
\[ F = \sim 28 \text{ kHz} \]
As can be seen in figures 29 and 30, the atomic oxygen triplet band is at its peak as soon as it exits the tube and then decreases as it gets further away from this point. This is seen in both the 5 L/min flow rate and the 7.5 L/min flow rate regardless of frequency. One reason for this observation concerns the mechanisms of its generation. As the jet extends out of the tube, the electron density continually decreases. Another reason for this decline is because of lack of free helium metastables to provide that Penning-type effect as the jet increases with distance. The helium metastable is responsible for this reaction as well as the ionization of N₂ which is also observed here. This is evident when comparing the reaction rate constants of both of these mechanisms. By doing this, it is seen that the helium metastables are 70 times more likely to react with the N₂ in the ambient air rather than the O₂. Despite this, the dominant reason for this is the large instability coupled with its even higher reactivity of this excited atom. As a result, interaction with air causes it to collide, quench, and recombine primarily with O₂ to form O₃.
(ozone). When distance increases, the interaction with the air increases, which is both good and bad. Good because it is that air interaction that paves the road for it to occur and bad because it makes it more likely to quench with the O₂ already in the air. The quenching and recombination process as well as reaction rate are given by [12]:

\[
\begin{align*}
\text{O}_2 + \text{O} & \rightarrow \text{O}_3 & k = 2.81 \times 10^{-12} \text{ cm}^3 \text{ s}^{-1} \\
\text{O} + \text{OH} & \rightarrow \text{O}_2 + \text{H} & k = 3.3 \times 10^{-15} \text{ cm}^3 \text{ s}^{-1}
\end{align*}
\]

\[ (4.15) \]

**Figure 31.** Dependence of atomic oxygen on gas flow rate at a frequency of 26 kHz.

As can be seen in figure 31, the production of atomic oxygen increases with an increase in flow rate. This is also noticeably seen in the emission intensity of the N₂ first negative system which also relies on the helium metastable as the method of production. With an increase in flow
rate, comes an increase of helium atoms that can be excited into the metastable state. This increase allows more $\text{O}_2$ to de-excite the metastables through the processes outlined above. Overall, the results reported in this subsection are in good agreement with those reported in [5] [22] [24] [28-29] [33-35].

### 4.1.7- Reynolds number (laminar vs turbulent flow)

Reynolds number is defined as the ratio between inertial and viscous forces within a fluid and helps define whether a flow can be described as laminar or turbulent. This correlation for a helium appj was investigated by Pinchuk *et al.* [36] and it was reported that for Reynolds numbers of 300-500, the flow is in a transition sequence from laminar to turbulent and the jet length proportionality to gas flow begins to deviate [36]. Beyond a Reynolds number of 500, the flow is turbulent which leads to a mix between air and helium and the proportionality no longer holding true. The equation for the Reynolds number is given by [36]:

$$\text{Re} = \frac{\rho u d}{\mu}$$  \hspace{1cm} (4.16)

Here, $\rho$ is the density of helium (.164 kg/m$^3$), $u$ is the gas flow velocity in m/s, $d$ is the diameter of the tube in meters, and $\mu$ is the viscosity of helium (1.98 x 10$^{-5}$ kg/m$^3$). The diameter of the tube, as mentioned in Chapter 3, is 4.4 mm (.0044 m). To convert flow rate to velocity, the volume of the tube is calculated and was found to be .00233 L. Dividing flow rate by the volume of the tube gives the amount of times the gas is flushed out of the tube per minute. Dividing this value by 60 gives the amount of time the gas spends inside of the tube in seconds. Lastly,
dividing the length of the tube by the “gas residency time” gives the velocity in m/s. The calculated velocity and Reynolds numbers for this jet design is given in table 6.

*Table 6- Calculated gas velocity and Reynolds numbers*

<table>
<thead>
<tr>
<th>Flow rate (L/min)</th>
<th>Velocity (m/s)</th>
<th>Reynolds number</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>2.74</td>
<td>99.9</td>
</tr>
<tr>
<td>5</td>
<td>5.47</td>
<td>199.4</td>
</tr>
<tr>
<td>7.5</td>
<td>8.2</td>
<td>298.8</td>
</tr>
</tbody>
</table>

*4.2 Electrical Characteristics*
Figure 32. Applied current-voltage characteristic of the developed helium-air APPJ at 10 kV. A) 26 kHz B) 28kHz C) 30 kHz
Understanding the characteristics of the helium appj not only looks at what the jet is producing, but also how it is generating these products. In this plasma, the main energy carriers are the free electrons and the helium metastable atoms. The previous section detailed what species the jet produced and the mechanisms behind these productions such as reactions, rate constants, electron impact cross sections, electronic and vibrational state energies, and transition probabilities. However, what hasn’t been discussed are the parameters and information regarding what is actually giving the energy to the electrons and helium atoms to do the producing. This section aims to discuss the electrical data that was obtained at the time of the emission spectroscopy to examine the influence of these parameters.

To begin, one observation that was seen during specie analysis was the fact that all species generated had the highest peak intensity at 26 kHz relative to 28 and 30 kHz for the same applied voltages and for all different flow rates. In an AC circuit, the frequency corresponds to how often the electrodes switch polarity. This causes the electron to oscillate back and forth at the rate of the applied frequency. Although this may be true, higher frequencies add more energy into the system, but the opposite is seen here.
Figure 33. All species intensity as a function of frequency. (a) OH, (b) N$_2$ (C$^3\Pi_u$-B$^3\Pi_g$), (c) N$_2^{+}$ (B$^2\Sigma_{u}^{+}$ - X$^2\Sigma_{g}^{+}$), (d) N$_2$ (B$^3\Pi_g$ – A$^3\Sigma_u^{+}$), (e) helium metastable, (f) atomic oxygen.
As seen in figure 33, a frequency of 26 kHz shows the highest emission intensity of any other frequency used. The reason for this observation lies in the voltage parameters used. As the frequency in this experiment decreased, voltage was adjusted in order to match the voltage values at other frequencies. This meant that when going down in frequency, more power was drawn from the power supply in order to match the voltage reading at another frequency. This is supported through the measurements taken from a wattage meter that connected from the power supply to the wall outlet to provide the electrical measurements that was being drawn from the electrical outlet by the power supply. These readings are provided for all flow rates, frequencies, and voltages (tables 7-9) and shows that 26 kHz had the highest power coupling regardless of flow rate.

Table 7- Power Factor, Current, True Power, and Apparent Power of power supply at 2.5 L/min beginning with 26 kHz

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Power Factor</th>
<th>Current (A)</th>
<th>True Power (W)</th>
<th>Apparent Power (VA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>.84</td>
<td>.06</td>
<td>6.9</td>
<td>8.1</td>
</tr>
<tr>
<td>10</td>
<td>.84</td>
<td>.08</td>
<td>8.8</td>
<td>10.5</td>
</tr>
<tr>
<td>12</td>
<td>.82</td>
<td>.11</td>
<td>11.2</td>
<td>13.4</td>
</tr>
</tbody>
</table>

28 kHz

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Power Factor</th>
<th>Current (A)</th>
<th>True Power (W)</th>
<th>Apparent Power (VA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>.84</td>
<td>.06</td>
<td>6.4</td>
<td>7.7</td>
</tr>
<tr>
<td>10</td>
<td>.83</td>
<td>.08</td>
<td>7.7</td>
<td>8.5</td>
</tr>
<tr>
<td>12</td>
<td>.8</td>
<td>.1</td>
<td>9.6</td>
<td>11.8</td>
</tr>
</tbody>
</table>

30 kHz

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Power Factor</th>
<th>Current (A)</th>
<th>True Power (W)</th>
<th>Apparent Power (VA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>.84</td>
<td>.06</td>
<td>5.8</td>
<td>7.7</td>
</tr>
<tr>
<td>10</td>
<td>.81</td>
<td>.08</td>
<td>7.3</td>
<td>8.5</td>
</tr>
<tr>
<td>12</td>
<td>.8</td>
<td>.1</td>
<td>9.5</td>
<td>11.8</td>
</tr>
</tbody>
</table>
### Table 8- Power Factor, Current, True Power, and Apparent Power of power supply at 5 L/min beginning with 26 kHz

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Power Factor</th>
<th>Current (A)</th>
<th>True Power (W)</th>
<th>Apparent Power (VA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>.85</td>
<td>.06</td>
<td>6.5</td>
<td>7.5</td>
</tr>
<tr>
<td>10</td>
<td>.84</td>
<td>.08</td>
<td>8.6</td>
<td>10.2</td>
</tr>
<tr>
<td>12</td>
<td>.83</td>
<td>.11</td>
<td>11.2</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>28 kHz</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.85</td>
<td>.05</td>
<td>6.3</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>.83</td>
<td>.07</td>
<td>7.7</td>
<td>8.6</td>
</tr>
<tr>
<td>12</td>
<td>.82</td>
<td>.09</td>
<td>9.4</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30 kHz</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.85</td>
<td>.05</td>
<td>5.8</td>
<td>6.5</td>
</tr>
<tr>
<td>10</td>
<td>.81</td>
<td>.07</td>
<td>7.3</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>.79</td>
<td>.09</td>
<td>9.3</td>
<td>11.6</td>
</tr>
</tbody>
</table>

### Table 9- Power Factor, Current, True Power, and Apparent Power of power supply at 7.5 L/min beginning with 26 kHz

<table>
<thead>
<tr>
<th>Voltage (kV)</th>
<th>Power Factor</th>
<th>Current (A)</th>
<th>True Power (W)</th>
<th>Apparent Power (VA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>.85</td>
<td>.06</td>
<td>6.7</td>
<td>7.9</td>
</tr>
<tr>
<td>10</td>
<td>.83</td>
<td>.08</td>
<td>8.8</td>
<td>10.5</td>
</tr>
<tr>
<td>12</td>
<td>.83</td>
<td>.11</td>
<td>11.4</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>28 kHz</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.85</td>
<td>.05</td>
<td>6.4</td>
<td>6.9</td>
</tr>
</tbody>
</table>
The information in these tables serve to confirm that an increase of power was consumed and applied a stronger electric field to those free electrons, which was then delivered to the various processes which occurred in the plasma. This led to the intensities of all species to be heightened in relation to the other frequencies. In regards to the observation made earlier that the jet length would shorten at 12 kV and 2.5 L/min, these readings do not provide an explanation as to why that occurs. Initially it was postulated that as the gas flow is the virtual ground in the system, the lower flow rate didn’t compensate the polarization of the charges as efficiently as the other flow rates. However, this does not seem to be the case as the power measurements provided in tables 7-9 show a slight deviation in readings, but not enough to justify that theory which must be investigated further.

Also recorded were the values of applied peak to peak voltage and current, along with the RMS values. It was observed that the degree of the flow rate did not have any effect on these values. Despite this, a change was noticed as frequency was adjusted. As frequency increased current values increased as well. This is due to the fact that the plasma jet reactor is essentially a capacitor that builds up charge and releases it when discharge occurs. When frequency increases
along a capacitor, capacitive reactance decreases as a result. This allows more current to flow through the capacitive element and leads to the trend observed in table 10.

Table 10- Voltage and Current peak to peak and RMS values for different frequencies for all flow rates

<table>
<thead>
<tr>
<th>V pk-to-pk (kV)</th>
<th>V RMS (kV)</th>
<th>Frequency</th>
<th>I pk-to-pk (mA)</th>
<th>I RMS (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>26 kHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>~2.8</td>
<td></td>
<td>14.7</td>
<td>5.2</td>
</tr>
<tr>
<td>10</td>
<td>~3.5</td>
<td></td>
<td>18.7</td>
<td>6.7</td>
</tr>
<tr>
<td>12</td>
<td>~4.2</td>
<td></td>
<td>23.4</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28 kHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>~2.8</td>
<td></td>
<td>16</td>
<td>5.7</td>
</tr>
<tr>
<td>10</td>
<td>~3.5</td>
<td></td>
<td>20.5</td>
<td>7.2</td>
</tr>
<tr>
<td>12</td>
<td>~4.2</td>
<td></td>
<td>25</td>
<td>8.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30 kHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>~2.8</td>
<td></td>
<td>17.5</td>
<td>6.1</td>
</tr>
<tr>
<td>10</td>
<td>~3.5</td>
<td></td>
<td>22</td>
<td>7.7</td>
</tr>
<tr>
<td>12</td>
<td>~4.2</td>
<td></td>
<td>27</td>
<td>9.3</td>
</tr>
</tbody>
</table>

4.3- Gas Temperature Fit

The temperature of the plasma is one of its defining and most significant features of the non-thermal jet. Its relatively low temperature makes it very convenient for vital applications such as medical, biological, agricultural, and many more. Although this may be true, investigations into the dependency of gas temperature on operating parameters has not be thoroughly investigated at all. As mentioned previously throughout this work, the parameters in which the jet operates at dictates the energy values going into the system. It is assumed that as
voltage and frequency is added to the system, more energy is added into the system which can possibly change the gas temperature. It is also assumed that as gas flow rate increases, this adds a cooling factor to the jet which may affect gas temperature. Through the use of Specair, which is able to simulate theoretical energies based on best fitting the experimental spectrum, this hypothesis is investigated. For our electronic temperatures, it is assumed to be at 1 eV (~12000 K) due to the low temperature nature of the plasma, while rotational temperatures are of interest and the specie simulated is the ground level N\textsubscript{2} Second Positive System at 337nm.

(a)
Figure 34. Specair rotational (Gas) temperature simulations for (a) 2.5 L/min 26 kHz, (b) 2.5 L/min 28 kHz, (c) 2.5 L/min 30 kHz, (d) 5 L/min 26 kHz, (e) 5 L/min 28 kHz, (f) 5 L/min 30 kHz, (g) 7.5 L/min 26 kHz, (h) 7.5 L/min 28 kHz, (i) 7.5 L/min 30 kHz.
Figure 34 shows the specair simulations of all the experimental parameters in this work and the corresponding gas temperatures as a result of best fitting the imported spectrum. It is observed that regardless of operating parameter, the gas temperature remains firmly at 300 K, with a slight deviation. This deviation is well within the uncertainty of the program which is ±10 K. This is an indication that the energy change provided by a change in operating parameter does not affect the gas temperature in any way. As per the conservation of energy principle, this means that the energy change in the system may be going into other forms of energy such as electronic, translational, and vibrational. More studies are required in order to truly grasp the concept of energy transfer as a result of changing the operating parameters and its influence not only on the system but on the species produced.
CHAPTER 5: CONCLUSION

This work aimed to provide a detailed analysis of this jet design through OES diagnostics. Voltage and flow rate showed to have the greatest effect on specie generation, while air interaction dictated temporal evolution of the species produced. Applied frequency altered the power coupling of the system which was discussed to understand the degree of this effect. Depending on application needed, certain species are required and maximum yield of these species are investigated in this jet design. The findings here allow for optimization of the jet parameters in order to single out specific needs. Further work is needed such as accurate modelling, electron density fittings of H (β) lines, electrode and dielectric tube influence. These will allow much more comprehensive study of this jet as well as understanding how the results of this design differs from another.
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