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I. INTRODUCTION

The use of biometric data has become a part of today’s new normal—and it is here to stay. In fact, biometric authentication is now intertwined in society’s daily routine and many individuals may not have even noticed it. Most people have come to rely on this technology in ways that they may not fully comprehend at this moment. People use mobile apps for social media platforms, entertainment and television, shopping, and online banking.¹ One of the most common and well-known ways that biometric data is used on mobile apps is through identification and authentication.² This usage created an additional layer of protection for users that has strengthened cybersecurity³—but it has also caused a numbness to the ways in which people share their most personal data. Mobile apps have the potential to use biometric data outside of authentication and identification; for example, mobile apps may use biometrics to support app performance and to benefit technological platforms.⁴ When biometric data is used outside of its intended and original application, consumers should be wary of whose hands the data ends up in. Consumers must be able to control their data—especially where it goes and how it is used.

In analyzing why biometrics present unique privacy risks, it is necessary to look at the nature of biometric data itself. Biometric data
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has evolved “to include fingerprint recognition, facial recognition, voice recognition, iris recognition[,] and even finger vein recognition more recently” as a means of unlocking apps or private features on apps. For example, banking and financial apps permit customers to log into their accounts using fingerprints or facial scans. Authentication works like this: a user will log into their app using a specific biometric identifier (such as a fingerprint), and the identifier is then “authenticated by the backend and tied to a mobile keychain containing their password.”

Biometrics are measurements of an individual’s physical characteristics, including fingerprints, facial data, voiceprints, retinal and iris patterns, and DNA—to name a few. Biometrics can also include behavioral characteristics, such as an individual’s mannerisms, a signature, or the way that an individual walks. The nature of biometrics creates an area ripe for privacy risks. Data breaches put people at risk for identity theft. This situation, however, is more serious than a stolen password as people are unable to change their biometrics. Biometric data can also be captured at a distance from the individual; for example, facial scans and a person’s gait can be recorded from far away, leaving people with less control.

Previous scholarship has focused largely on facial recognition technology and biometric authentication; this Comment suggests that the increasing use of biometric technology in society will have an impact beyond the use of facial recognition technology. Specifically,
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this Comment argues that companies use biometric data outside of its intended purpose—for security and authentication purposes—and the case in which this data is collected has increased with the invention of mobile apps. Furthermore, the complicated landscape surrounding data privacy—specifically biometric data—has made it challenging for private companies to stay compliant with both federal and state law.\textsuperscript{13} And more importantly, the lack of transparency surrounding the collection of sensitive data has eroded consumer trust and control.\textsuperscript{14}

Part II of this Comment outlines the use of biometric data as technology has advanced and weighs the advantages and disadvantages of biometric data collection. Part III explores current privacy regulations overseeing mobile apps’ collection and use of biometric data and assesses the general privacy issues surrounding them. Part III also details the current state of biometric privacy in the United States and the European Union, and highlights considerations for a federal biometric privacy law. Part IV examines the implications of a biometric-specific federal privacy law versus a comprehensive federal privacy law, and offers support for enacting a comprehensive US privacy law. Part V briefly concludes.

II. COMPETING INTERESTS OVER BIOMETRIC DATA USE

Part II discusses how biometrics have advanced alongside technology and evaluate how various industries have used biometrics. Furthermore, this Part discusses privacy concerns that have arisen as biometric technology has advanced.

A. Background on Biometrics

The use of biometrics is rooted in the principle of human identification and recognition. Characteristics of people’s faces are used to define and recognize them daily and subconsciously. The classification of fingerprints as an identification method began in the late 1800s, and the concept of eye pattern identification arose in the 1800s. 13 See Eliza Simons, Note, Putting a Finger on Biometric Privacy Laws: How Congress Can Stitch Together the Patchwork of Biometric Privacy Laws in the United States, 86 BROOK. L. REV. 1097, 1101 (2021) (explaining that the various state laws regarding biometric privacy have created an inefficient and complicated landscape).
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1900s. The historical timeframe of biometrics suggests that biometric technology has been developing for hundreds of years, so it should not come as a surprise that, in the age of technology, individuals are now able to unlock their front door with a fingerprint. What is troublesome, however, is the ways in which people have become numb to the sharing of their most personal and sensitive data, and in doing so, how individuals may have lost a sense of control over basic human characteristics. The following section discusses how government actors, the health care industry, and private companies have used biometric technology in the United States for security and authentication purposes.

Biometric data has many uses for government organizations, private companies, employers, and the health care industry. The unchanging nature of biometrics creates an appeal for private companies, businesses, and the government to use the data for identification and tracking. Biometric data is increasingly used in the workplace as a means of more secure access control to private areas, building entry, and access to shared devices, like coffee machines and printers. As a result of the COVID-19 pandemic and work from home procedures, more employers have utilized biometric authentication to create a more secure method of logging on from home. The government also uses biometrics. For example, the Department of Homeland Security uses biometrics for “detecting and preventing illegal entry into the United States, granting and administering proper immigration benefits, vetting and credentialing, facilitating legitimate
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travel and trade, enforcing federal laws, and enabling verification for visa applications to the [United States].”

The health care industry uses biometrics for both patient identification and authentication. Linking patients to their medical records and history creates a more accurate and efficient system in health care. For example, health care providers and administrators have begun utilizing biometrics as a means of checking individuals into appointments at health care facilities. This technology has helped in “decreasing wait time, reducing staffing needs, and protecting patient privacy by preventing patients from having to divulge personal health information during the check-in process.”

As technology advances, actors both in and out of the health care industry utilize mobile health apps (mHealth apps), which track diet and exercise, sleep patterns, and manage stress and anxiety to assist individuals in navigating their own health. mHealth apps have potential benefits for individual health. As more people are able to take charge of their health, individuals may be able to better monitor illness and disease, and preventative care may improve. For example, diabetes management apps assist people in tracking glucose levels and calculating insulin doses. Many physicians promote mHealth apps for creating health management and intervention solutions because the apps provide more efficient access and communication options for patients.

Biometrics has played an important role in the advancement of technology within the health care space; still, individuals may be rightfully concerned over how companies may misuse their personal data on apps.
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B. Privacy Concerns over Biometrics

Biometric data can potentially create more secure work environments and protect individual privacy on a broader scale, as described above. But biometric data is not without its issues. When private companies utilize data from consumers, there is always a risk of a data breach. A biometric data breach, however, presents different risks than other data breaches. For example, when hackers gain access to biometric data and identifiers such as fingerprints, retinal and facial scans, or voiceprints, they gain information that remains linked to the individual forever. Hackers can use stolen biometric information to access information connected to the individual, like banking information and digital wallets, which can ultimately lead to identity theft.\footnote{Ryan Toohil, *Fingerprint Identity Theft: How to Keep Your Devices Secure*, AURA (July 26, 2023), https://www.aura.com/learn/fingerprint-identity-theft.}

Further concern over the use of biometric data involves its accuracy in application, which has presented both privacy and equity issues. Studies have revealed the bias apparent in algorithms used in facial recognition technology, which may be due to the fact that Black individuals are less likely to be included in the data sets used within algorithms for facial recognition technology.\footnote{See Tsukayama, *supra* note 11.} As a result, biometric technology has often misidentified more Black people than White people, and this trend is expected to continue unless adequately addressed.\footnote{See, e.g., id. ("The use of facial recognition has led to the wrongful arrests of at least three Black men . . . . All of them could provide clear evidence that they were in different places at the time of the crimes they were arrested for . . . . Yet all three men were charged based on ‘evidence’ from facial recognition software.”).}

There have also been reported inequalities regarding the success of facial recognition technology amongst men and women, though researchers have not yet come up with valid reasoning behind these inequalities.\footnote{See Jim Nash, *Facial Recognition Researchers Look for a Culprit in Gender Inequality, Come Up Empty*, BIOMETRICUPDATE.COM (Feb. 26, 2020, 2:48 PM), https://www.biometricupdate.com/202002/facial-recognition-researchers-look-for-a-culprit-in-gender-inequality-come-up-empty.} While this issue often emerges in the context of police investigations, it highlights the fact that there are limitations to biometric technology as it is used today.

Subsection 1 discusses privacy concerns regarding biometric use as a result of the COVID-19 pandemic and recent political movements
surrounding abortion. Subsection 2 explains general privacy concerns that have emerged over the use of data collection on mobile apps.

1. Biometrics and Tracking

The use of biometrics has given rise to specific concerns surrounding tracking. As discussed below, these concerns have heightened in the past few years, following the COVID-19 pandemic, and even more recently, after the Supreme Court’s Dobbs v. Jackson Women’s Health Organization decision that struck down the constitutional right to an abortion. Following Dobbs, there has been increased concern over the ways in which private companies collect sensitive health information without proper privacy protections in place. Most notably, concern has increased over law enforcement’s ability to access the data that these companies collect.

Collection of location and biometric data is how people are tracked, and the Dobbs decision has raised questions over how companies not covered by existing privacy laws, such as the Health Insurance Portability and Accountability Act of 1996 (HIPAA), use biometric data without individuals’ consent. Privacy experts are concerned that—without a federal privacy law in place—state officials could track those seeking abortion care through their digital footprint. In June 2022, as a response to these concerns, Senators Ron Wyden and Mazie Hirono and Representative Sara Jacobs introduced the My Data, My Body Act to protect personal reproductive health data collected by mobile apps and websites. If enacted, the act would limit the collection and storage of data to only what is necessary for the success of the product. Similarly, advocates have called for a comprehensive federal privacy law that would protect against reproductive privacy in the wake of Dobbs. Though reproductive
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privacy is beyond the scope of this Comment, this issue highlights a recent movement among consumers and privacy experts to initiate a comprehensive privacy law that would protect consumers against the collection of all data.

Most notably, contact tracing apps emerged during the COVID-19 pandemic as a means of controlling and combatting the spread of disease. These apps collect and record an individual’s personal data and health information when an individual becomes infected with the virus. Many of the apps utilize biometric data in order to keep user data secure. The purpose is to monitor app users’ infection and keep track of contact among users to minimize exposure. These apps provide a good example of how the government uses biometric data collection and evaluation of user health data to advance public health goals. Yet, contact tracing apps have also raised concerns regarding the dangers of using biometric data outside of its intended scope—beyond the realm of many users’ understanding. In the United States, many states hesitated to initiate biometric surveillance in the face of privacy concerns yet had considered the use of contact tracing apps and vaccine passports with facial recognition technology to monitor disease; these apps, however, were voluntary and permitted users to opt into data collection.

Privacy concerns have emerged internationally, specifically in South Korea, Singapore, Australia, and Poland. In South Korea, following its “COVID-19 success story” with the assistance of vigorous prosecutors to seek evidence from mobile apps regarding a woman’s digital tracks as they relate to menstrual cycles, abortions, and communications with health care providers).
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testing and tracing, the government announced its planned use of artificial intelligence (AI), facial recognition technology, and closed-circuit television (CCTV) technology to track infections among people.\(^{45}\) This plan spiked privacy concerns, as many individuals have questioned whether these surveillance practices will persist beyond their necessary use post-pandemic.\(^{46}\)

Furthermore, Singapore announced that police may use any data collected through its contact tracing app in criminal investigations, while Australia has authorized the utilization of facial recognition technology in identifying whether people stayed at home throughout quarantine.\(^{47}\) Poland’s home quarantine app uses geolocation and facial recognition to permit authorities to keep track of compliance with isolation requirements.\(^{48}\) While many individuals may feel safer through contact tracing apps and other means of public health surveillance, others fear that they are “being spied on” and have pushed for the phasing out of these apps.\(^{49}\)

Many specialists are concerned that biometric technology’s current use has allowed for a sense of normalcy regarding surveillance technology, even though governments used it prior to the pandemic.\(^{50}\) For example, Spain adopted the use of facial recognition technologies in casinos and bus stops in the past year, which is clearly outside of public health uses.\(^{51}\) In the United States, biometric information collected and stored through contact tracing apps, when associated with health information, may be covered under HIPAA—depending on who uses the system and whether they are a covered entity or business associate.\(^{52}\) Society can learn from contact tracing apps that the collection of biometric data through surveillance is just one of the ways individuals become numb to the way that third parties use their

\(^{45}\) Bacchi, \textit{supra} note 44.

\(^{46}\) \textit{Id.}

\(^{47}\) \textit{Id.}

\(^{48}\) Navarre, \textit{supra} note 44.


\(^{50}\) See Navarre, \textit{supra} note 44; \textit{see also infra} notes 71–77 and accompanying text.

\(^{51}\) \textit{Id.}

data. Of course, contact tracing apps provided an immense benefit to society during the pandemic as a means of controlling and maintaining the virus.\(^{53}\) But many users failed to see how private entities collected their biometric information and how it would eventually be used by third-party organizations and the government.

2. General Privacy Concerns Regarding Mobile Apps

Mobile apps have raised general privacy concerns as technology has advanced. Recently, lawmakers urged the “[Federal Trade Commission (FTC) to] investigate Apple[’s] and Google’s role in transforming online advertising into an intense system of surveillance that incentivizes and facilitates the unrestrained collection and constant sale of Americans’ personal data.”\(^{54}\) Following this letter from lawmakers, as well as the Court’s ruling in Dobbs, the FTC announced that it would be investigating and “cracking down” on the illegal sharing of sensitive personal data.\(^{55}\) Both Apple and Google permit users to “opt-out” of this tracking;\(^{56}\) however, lawmakers insist that the lack of transparency between the tech giants and users has exposed Americans to serious privacy harms.\(^{57}\) It has become well-known that apps sell data to companies like Facebook for the purpose of targeted marketing.\(^{58}\) In fact, selling data for the purpose of targeted marketing has become a primary component of how apps and private companies utilize such data.\(^{59}\) For example, patents by Meta, Facebook’s parent
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company, revealed possible plans to capture users’ biometric data in order to provide “hyper-targeted advertising and sponsored content.”

In 2014, the FTC directed an investigation that found that free mHealth apps collectively sent personal data and information to seventy-six various third-party organizations. Specific examples of the data collected from these apps included “device information; consumer-specific identifiers; unique device IDs capable of allowing third parties to track users’ devices across apps; unique third-party IDs capable of allowing third parties to track users’ devices across apps; and consumer information such as exercise routine, dietary habits, and symptom searches.” The above-mentioned study pertains to fitness apps; the concern over privacy, however, extends to all mHealth apps that collect other personal data, like biometric data. When used in this way, consumers’ personal data could be linked to these biometric identifiers and has the potential to put their privacy in jeopardy.

Critics have accused mHealth apps of sharing user concerns and searches that have the potential to be linked to other identifying information. In fact, privacy concerns surrounding mHealth apps are rooted in the fact that “[b]ig data collectors such as brokers or ad companies” can collect user identifiers and may ultimately “piece together someone’s behavior or concerns using multiple pieces of information or identifiers.” Though these concerns do not explicitly address the collection of biometric data and mostly focus on privacy surrounding users’ health concerns, it raises the question of how apps may eventually link this personally identifying information to other personal data, such as facial scans and fingerprints.
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III. LEGAL PROTECTIONS OF BIOMETRIC DATA

Currently, the United States lacks a comprehensive federal privacy law, yet alone a federal biometric-specific privacy law. The absence of an all-encompassing federal privacy law results in a difficult privacy landscape to navigate, for both consumers and private businesses. Following the discussion in Part II, which outlined the usage of biometric data through mobile apps, Section A discusses the current federal oversight of biometric data, and Section B reviews the various jurisdictions with biometric privacy laws in place and evaluates how each law has contributed to the biometric privacy legal framework. Section A and Section B also explain how critics have scrutinized mobile apps for lack of data privacy protections and evaluate how federal oversight for biometric privacy has contributed to that scrutiny. Section C analyzes how biometric privacy regulations and data privacy laws have developed internationally. Finally, Section D discusses legislation that states have proposed in response to growing concerns over biometric privacy.

A. Biometric Privacy Under General Federal Privacy Protections

There are several federal statutes and agencies that aim to protect against the collection of consumer data in the face of an increasingly technological society. The HIPAA Privacy Rule protects patient health information in certain health care settings. The Children’s Online Privacy Protection Act (COPPA) protects children’s personal information and data on online platforms. And regulatory agencies like the FTC play a role in the enforcement and investigation of data misuse. Put together, the United States takes a fragmented approach to data privacy, specifically biometric privacy, leaving open many holes where consumer data goes largely unprotected. This Part assesses the federal regulations and agencies that currently oversee biometric privacy. Using mobile apps as an example, this Part also analyzes how gaps are left open by this federal oversight.
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1. Biometric Data as Protected Under HIPAA

The HIPAA Privacy Rule (Privacy Rule), which the government promulgated pursuant to HIPAA and in response to privacy concerns, set guidelines for the protection of specified health information in order to address the “use and disclosure of individuals’ health information,” known as “protected health information” (PHI).\(^{68}\) The Privacy Rule protects health information while simultaneously supporting the collection of health information necessary to promote the quality of health care.\(^{69}\) The Privacy Rule includes biometric data under the category of individually identifiable health information, which is defined as “biometric identifiers, including finger and voice prints.”\(^{70}\)

HIPAA applies to covered entities, and in some circumstances, their business associates.\(^{71}\) Covered entities include health care providers, health plans, and health care clearinghouses.\(^{72}\) The Privacy Rule defines a business associate as “a person or organization, other than a member of a covered entity’s workforce, that performs certain functions or activities on behalf of, or provides certain services to, a covered entity that involve the use or disclosure of individually identifiable health information.”\(^{73}\) When a business associate acts with a covered entity to conduct health care functions, there must be a written business associate contract between the parties that establishes the responsibilities of the business associate; these contracts require compliance with HIPAA rules.\(^{74}\) Therefore, HIPAA will only cover mHealth apps when the organization behind the app operates as a covered entity, or when the organization works for a covered entity and they utilize a business associate agreement.\(^{75}\) Typically, mHealth app companies qualify as a business associate of a covered entity when the company “creat[es] or offer[s] the app on behalf of a covered entity.”
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in which case it is required to comply with HIPAA.\textsuperscript{76} For example, when a consumer uses a mHealth app to monitor her glucose levels and blood pressure using readings that she obtained herself with home equipment, she simply uses the mHealth app as a consumer without involving her health care providers; therefore, HIPAA will not protect any information that the app collects.\textsuperscript{77}

As an example of the ways in which the regulatory framework surrounding data collection may confuse or mislead consumers, women’s mHealth app, Ovia Health (“Ovia”), reported that some of the health data collected through the app may be subject to HIPAA regulations, but not all of the data.\textsuperscript{78} Ovia’s privacy policy states that data is covered under HIPAA “if a person receives the app as a benefit from their health plan or health care provider.”\textsuperscript{79} Therefore, if the consumer uses the free version of the app as a consumer, rather than using the app through their health insurer or employer health plan, HIPAA will not apply.\textsuperscript{80} Unfortunately, consumers not well-versed in the language of HIPAA may not understand this.

Important in the context of biometric data and privacy, HIPAA contains a breach notification rule, which “requires HIPAA covered entities and their business associates to provide notification following a breach of unsecured protected health information.”\textsuperscript{81} A breach occurs when there is prohibited use of data under the Privacy Rule that endangers the security of PHI, which includes biometric data.\textsuperscript{82} Covered entities must notify the impacted individuals, the secretary of the Department of Health and Human Services (HHS), and on occasion, the media.\textsuperscript{83} The HIPAA breach notification rule provides an example of an additional requirement for companies using PHI—
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a requirement that should, in theory, hold companies accountable when they are collecting and storing personal data by encouraging them to use caution to avoid a breach.

2. Coverage by Other Federal Agencies and Regulations

Private companies that collect personal data through mHealth apps but are outside the scope of the regulatory framework set up by HIPAA, are left in a largely unregulated field. Other agencies involved in the indirect regulation of data collection by mobile apps include the FTC, which investigates companies accused of making misleading claims about privacy and security, especially where injury to the consumer is likely. Agencies within the Office of Civil Rights (OCR), the HHS, and the Food and Drug Administration (FDA) all have the ability to regulate the health information transmitted by mHealth apps, but their authority is limited in scope and generally does not apply to the apps not covered under HIPAA. Therefore, for mHealth apps, many companies find themselves “navigating the segmented regulatory framework.”

Third-party mHealth apps may fall under the purview of section 5(a) of the Federal Trade Commission Act (FTCA), “which forbids unfair methods of competition and unfair or deceptive acts or practices in or affecting commerce.” The FTC also contains a health breach notification rule, which “requires vendors of personal health records that contain individually identifiable health information
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87 Chad Ehrenkranz et al., Digital Health Cos. Should Expect More Scrutiny Amid Growth, Law360 (Aug. 16, 2022, 6:44 PM), https://www.law360.com/articles/1521440/digital-health-cos-should-expect-more-scrutiny-amid-growth. mHealth apps are regulated by three main “pillars”: HIPAA, the Federal Food, Drug and Cosmetic Act (FDCA), and the FTC. Id. HIPAA and the FDCA are more limited in the mHealth apps that they cover, while the FTC attempts to fill this gap. Id. The FDA enforces the FDCA, and the agency “focuses its regulatory oversight on a small subset of mHealth apps that may affect the performance or functionality of regulated medical devices . . . .” Id. The FTC oversees the regulatory gap through enforcement of section 5(a). Id.
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created or received by health care providers, and personal health record-related entities to notify US consumers, the FTC and, in some cases, the media, if there is a breach of unsecured identifiable health information.” An example of a mHealth app that came under the FTC’s scrutiny is Flo Health (“Flo”). The FTC investigated Flo, a women’s mHealth app, in January 2021 when it alleged that Flo shared personal data collected via the app with companies such as Google and Facebook for marketing and advertising purposes. The FTC later settled the issue with Flo but required that Flo obtain consent from its users before sharing personal data with third parties.

Also in January 2021, the FTC signaled its renewed interest in the collection of biometric data, specifically facial scans, through its settlement with Everalbum, Inc. (“Everalbum”), the developer of a photo storage app known as Ever. This settlement signified the FTC’s first enforcement action that specifically focused on facial recognition technology. The FTC’s complaint alleged that Everalbum violated section 5 of the FTCA by engaging in deceptive acts or practices when the app retained users’ images after promising to delete them. The settlement required “that Everalbum delete any models and algorithms based on any biometric information collected from users of the Ever app.”

The investigation of Everalbum also depicts how the complicated legal landscape surrounding biometric privacy works in application. For example, Ever users living “in Texas, Illinois, Washington, and the European Union”—all jurisdictions with biometric privacy laws in place—were able to opt into, or out of, the use of facial recognition technology on the app. Meanwhile, users not within those jurisdictions “were not given the opportunity to opt in to the use of facial recognition technology—rather, the technology was enabled by default—and they were not able to turn the technology on and off.”
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Thus, a major problem in this regulatory gray area is that consumers are generally not aware of the fact that privacy policies differ between states, and they do not have the same protection as other consumers do.

This issue also appears with mHealth apps, when users fail to realize that HIPAA does not apply to the mHealth apps that they use, and that the app may use collected health data in a way that is outside the scope of their understanding.99 Linda Malek, chair of the firm Moses & Singer’s Healthcare Privacy and Cybersecurity group, argued that what is needed is a “comprehensive regulation or legislation that imposes consistent guidance across various players within the industry that may have access to health data.”100

In the health care context, some mHealth apps appear on the surface to fall under the purview of HIPAA, yet are not actually regulated under the federal statute. For example, Fitbit, a leader in wearable fitness technology, is not a covered entity under HIPAA because it collects users’ health data for their own use, rather than working in conjunction with a covered entity, such as a physician or other health care provider.101 Therefore, even though it is collecting information that would seemingly fall under the personal health information category of the Privacy Rule, such as an individual’s height, weight, and heart rate, HIPAA will not apply, leaving users no choice but to place their sole trust in the company’s privacy policy.102

A 2021 study about the privacy practices of mobile apps suggests that users are not properly informed about the reality of the risks related to their usage.103 Meanwhile, mHealth apps account for a large portion of the apps on both Google Play and the Apple Store.104

---
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study conducted at Macquarie University in Australia compared the privacy policies of over fifteen thousand free mHealth apps with that of eight thousand non-mHealth apps and found that “while mHealth apps collected less user data than other types of mobile apps, 88 [percent] could access and potentially share personal data.”105 Furthermore, about 28 percent of the mHealth apps did not provide a privacy policy, and about 25 percent participated in user data transmissions that violated what they stated in their privacy policy.106 These statistics highlight the lack of transparency between private companies and consumers and suggest the urgent need for a federal privacy law that will keep companies in check and protect consumer data. Additionally, without a bright line rule for compliance with biometric data use, it is up to individual companies to ensure data privacy, and up to consumers themselves to be mindful of where they put their data.

B. US States with Biometric Privacy Laws

State legislatures, in the absence of a federal measure, have begun cracking down on private companies’ collection and use of biometric data.107 Illinois led the trend in 2008 with the introduction of the Biometric Information Privacy Act (BIPA).108 BIPA is the most comprehensive state biometric-specific privacy law to date.109 Other states, like Washington and Texas, followed suit in enacting biometric-specific privacy laws.110 The Illinois law is considered a leader among the other states.111 As of 2023, eleven states—Nevada, Kentucky, Maine, Maryland, Missouri, Arizona, Vermont, Minnesota, Mississippi, Tennessee, and New York—have proposed, but not yet passed,
biometric-specific privacy bills; one state—Massachusetts—is actively legislating a biometric-specific law.\footnote{112}

Privacy experts suggest that companies collecting and using biometric data remain vigilant of state biometrics bills should they become laws that require compliance.\footnote{113} Much of the difficulty that arises from the patchwork of state laws regarding biometric privacy stems from their inconsistency, which makes it hard for a company to keep track of compliance under each statute. For example, the definition of a “biometric identifier” changes from Illinois, to Washington, and so on.\footnote{114} Not only do the laws differ in the definition of biometric data but they also differ in application, enforcement, and relief awarded, making it exceedingly difficult for both consumers and private companies to keep up. Subsection 1 discusses the Illinois statute protecting biometric privacy and the subsequent legal ramifications that have followed this statute. Subsection 2 explains and analyzes both the Texas and Washington statutes protecting consumers’ biometric data.

1. Illinois: Biometric Information Privacy Act

BIPA has received significant attention within the US biometric privacy landscape—and it has also proved the most stringent.\footnote{115} In enacting BIPA, the Illinois state legislature acknowledged that biometric data presents a unique risk to privacy issues, specifically stating that biometrics “are biologically unique to the individual; therefore, once compromised, the individual has no recourse, is at heightened risk for identity theft, and is likely to withdraw from biometric-facilitated transactions.”\footnote{116}

Under BIPA, biometric information includes “a retina or iris scan, fingerprint, voiceprint, or scan of hand or face geometry.”\footnote{117} Interestingly, BIPA goes to great lengths to state what is not considered a biometric identifier, such as writing samples, demographic data,
donated organs, X-rays, photographs, and many more categories. BIPA protects biometric data by requiring entities that collect, store, and use biometric identifiers, as defined above, to comply with requirements, such as obtaining informed consent from the consumer, creating a retention schedule for such data, and refraining from profiting from the sale of such data.

Perhaps the most distinctive feature of BIPA, and the part that is both widely praised and criticized, is the private right of action. The statute states that “[a]ny person aggrieved by a violation of this [a]ct shall have a right of action in a State circuit court or as a supplemental claim in federal district court against an offending party.” An individual suing under BIPA may collect $1,000 in liquidated damages, or actual damages, depending on which is greater for each violation of the statute. Furthermore, private entities that intentionally or recklessly violate BIPA could owe up to $5,000 in liquidated or actual damages per violation, and in some cases, reasonable attorneys’ fees and injunctive relief may be awarded. For big companies facing class action lawsuits and multiple violations, BIPA has the potential to result in hefty damages. This Part discusses the litigation that has followed BIPA and analyzes arguments in support and against BIPA.

As previously explained, BIPA has garnered both support and criticism over its private right of action. Though BIPA took effect in 2008, it did not become widely known until 2015, when several lawsuits involving private companies, including Google and Shutterfly, were filed. Google came under scrutiny in 2016 for allegedly using Google Photos to scan facial geometry of individuals without their consent—an explicit violation of BIPA. The District Court for the Northern District of Illinois rejected Google’s argument that facial geometric scans were not considered biometric identifiers under BIPA.
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instead finding that Google was “using biology-based measurements to create a scan of facial geometry,” which qualifies as a biometric identifier under the statute.\textsuperscript{126} Though the court later dismissed the suit for the plaintiff’s failure to show a concrete injury, this case is important because it broadened the statute’s definition of biometric identifier.\textsuperscript{127}

BIPA litigation has increased since then, partly due to the statute’s broad private right of action, and partly due to the Supreme Court of Illinois’ holding in the case of \textit{Rosenbach v. Six Flags Entertainment Corp.}\textsuperscript{128} Here, a minor alleged that the amusement park had violated BIPA by collecting his thumb print without his consent.\textsuperscript{129} The Supreme Court of Illinois held that, to be considered an “aggrieved” party under BIPA, a plaintiff only needs to allege that there was a violation of BIPA, not that they experience an actual harm or injury.\textsuperscript{130} The Ninth Circuit followed suit in \textit{Patel v. Facebook, Inc.}, “suggest[ing] that challenges to Article III standing for future BIPA litigation in federal court lacked viability.”\textsuperscript{131} Following \textit{Rosenbach}, Illinois courts were flooded with “hundreds of BIPA lawsuits.”\textsuperscript{132}

BIPA has also resulted in several class action settlements—many of which involve mobile apps. Recently, TikTok, the social media and video platform, began collecting individuals’ biometric information, such as faceprints and voiceprints.\textsuperscript{133} This led to a class action lawsuit in which claimants “alleged that TikTok violated BIPA by collecting
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users’ faceprints without their consent.” The settlement, which resulted in a $92 million payment from TikTok, included forms of injunctive relief in which TikTok agreed to stop collecting consumers’ biometric data unless done in accordance with applicable laws in Illinois.

More recently, plaintiffs accused Johnson & Johnson (J&J) of violating BIPA by collecting and storing individuals’ biometric data without their consent, an express violation of BIPA. J&J’s app, Neutrogena Skin360, collected individuals’ facial scans in order to analyze the health of their skin and recommend skincare products based on the results of the scan. Additionally, the data obtained from the facial scan was used to “improve the functionality of its artificial intelligence, or AI, assistant.” Neutrogena Skin360, however, failed to disclose the storage of this data and did not request a written release, a major requirement under BIPA. Finally, the complaint alleged that the data collected from the facial scan was further linked to the user’s generic personal and private information, including “sleep schedules, exercise routines, stress levels[,] and geographic location.”

Similarly, L’Oréal, a beauty company, created an online website that included a virtual try-on tool to test how products may look, while simultaneously scanning and collecting the individual’s geometric facial data. In doing so, L’Oréal allegedly violated several provisions of BIPA by failing to obtain informed consent from consumers prior to collecting facial scans; disclose how the consumers’ biometrics obtained from the beauty tool would be used and retained; and provide a timeframe or specific purpose for which the data is
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collected. Though the privacy policy attempted to disclose the functions of its virtual try-on tool, it only referenced the photographs that users may upload or share with the company, and the policy did not reference how biometrics are used at all.

These lawsuits provide examples of the ways in which biometric data may be used outside of the scope of the consumer's understanding. Similarly, these suits raise the concern that the absence of a comprehensive privacy law has resulted in an unregulated need of consumer data. Overall, the lawsuits highlight the lack of control consumers have over their personal information without a privacy law in place.

2. Texas and Washington Laws on Biometric Privacy

Texas was one of the first US States to enact a biometric-specific privacy law. The state passed its law, known as the Capture or Use of Biometric Identifier Act (CUBI), in 2009, and it defines biometric identifiers as a “retina or iris scan, fingerprint, voiceprint, or record of hand or face geometry.” Unlike BIPA, the Texas statute does not create a private right of action, instead leaving it up to the Texas attorney general to bring the action and recover the civil penalty. CUBI also requires notice and consent to the consumer prior to the capture of biometric data for a commercial purpose, and prohibits the sale and disclosure of biometric data, except for a few narrow circumstances. Recently, the Texas attorney general filed a complaint against Meta, Facebook’s parent company, alleging violations dating back to 2010 associated with the company’s “face recognition” system. The Texas attorney general has rarely enforced
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this law, so the Meta litigation is expected to provide insight into how the law is applied, the substantive meaning of “biometric identifiers,” and what is required for notice and consent.\textsuperscript{149} The Texas attorney general also filed suit against Google, alleging that the company violated CUBI by failing to obtain Texans’ consent prior to capturing facial scans and voice recordings.\textsuperscript{150} The attorney general’s recent approach toward biometric privacy enforcement reflects his desire to challenge “Big Tech.”\textsuperscript{151}

Washington is another state with a biometric privacy law in place. Under the law, biometric identifiers are defined as “data generated by automatic measurements of an individual’s biological characteristics, such as a fingerprint, voiceprint, eye retinas, irises, or other unique biological patterns or characteristics that is used to identify a specific individual.”\textsuperscript{152} Notably, however, the Washington law does not include “a physical or digital photograph, video or audio recording[,] or data generated therefrom” under the definition of biometric identifiers, which differs from both Illinois and Texas by not including facial recognition data.\textsuperscript{153} Washington’s biometric privacy law is also enforceable under its Consumer Protection Act and does not contain a private right of action, unlike BIPA.\textsuperscript{154} The law prohibits the enrollment of biometric data in any database for a commercial purpose without first providing notice and obtaining consent from the consumer and restricts the sale and disclosure of such data.\textsuperscript{155} Again, this differs from both Illinois and Texas, who prohibit the activity of collecting and capturing biometric data, rather than enrolling the data.\textsuperscript{156}

In an attempt to exercise even more control over the collection of biometric data, Washington state recently enacted the My Health, My Data Act (“MHMDA”), which seeks to provide consumers with even
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more control over their personal health data.\textsuperscript{157} Washington enacted the MHDMA in April 2023, providing two legal bases for processing a consumer’s health-related data: consent or necessity.\textsuperscript{158} The act includes “biometric data” as “information generated from an individual’s physiological, biological[,] or behavioral characteristics that identifies a consumer, but is only covered if it relates to health information.”\textsuperscript{159} The definition of consumer is purposely broad and thus applies not only to Washington state residents but also to any individual whose consumer health data is collected in Washington.\textsuperscript{160}

3. California’s Consumer Privacy Act

California’s Consumer Privacy Act (CCPA) was enacted in an effort to give users control over how their personal data is used and collected by private businesses.\textsuperscript{161} The CCPA provides several rights to consumers, such as the right to know what data is being collected and how it is being used, and the right to opt out of the sale of their personal data, meaning that consumers can request that businesses stop the sale of any personal data collected.\textsuperscript{162} The CCPA protects personal information, which includes biometric data, defined as “an individual’s physiological, biological, or behavioral characteristics, including information pertaining to an individual’s deoxyribonucleic acid (DNA), that [can] be used singly or in combination with each other or with other identifying data, to establish individual identity.”\textsuperscript{163} The CCPA also provides a non-exhaustive list of identifiers:

[I]magery of the iris, retina, fingerprint, face, hand, palm, vein patterns, and voice recordings, from which an identifier template, such as a faceprint, a minutiae template, or a voice-print, can be extracted, and keystroke patterns or rhythms, gait patterns or rhythms, and sleep, health, or exercise data that contain identifying information.\textsuperscript{164}
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The CCPA, however, is not confined to biometric data protection and therefore represents a state effort to protect biometric data “under a larger privacy umbrella.” As a comprehensive privacy law, the CCPA treats biometric data the same as all other personal data—meaning that there is no special or heightened protection provided for biometric data. There is one exception to this, however; biometric data that is collected by a business from a user without that user’s knowledge cannot be considered publicly available information. This provision importantly recognizes the significance of consumer consent.

Following in the footsteps of BIPA, the CCPA provides a private right of action for California citizens to sue companies alleging that their personal data was misused. And just like BIPA, this private right of action has led to an increase in litigation. Under the CCPA, however, an individual may only bring an action if a data breach compromised their personal data, which is much narrower in scope than BIPA. This essentially means that an individual cannot bring an action against a company for violating the CCPA itself by misusing or inappropriately disclosing consumer data. In an attempt to challenge this provision, some consumers have filed suit alleging violations of the CCPA’s privacy provisions and arguing that these suits should be allowed to proceed.

The broad scope of the CCPA, in that it protects against various types of consumer data, once again complicates the biometric privacy landscape for private companies who are fighting for compliance by creating an additional set of requirements to satisfy when processing and collecting consumer data. Furthermore, companies that are not within the reach of BIPA, because they are not operating their business
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in Illinois, may still fall under the scope of the CCPA, resulting in a new number of provisions to comply with. The uncertainty regarding the status of the private right of action under the CCPA only conflates this confusion.

Lastly, California is not alone in its quest to create a comprehensive privacy law; states like Virginia, Colorado, Connecticut, and Utah have also enacted comprehensive privacy laws. Though these laws have similarities, like the right to access and delete personal information and to opt out of the sale of personal data, there are still differences within these state laws, again contributing to the complicated landscape surrounding biometric privacy.

C. Biometric Privacy Under the European Union’s General Data Protection Regulation

The European Union’s General Data Protection Regulation (GDPR) is considered the “toughest privacy and security law in the world.” It came into effect in 2018, and it places requirements on organizations all over the world, so long as they are collecting the data of people living in the European Union (EU). The GDPR provides expansive protection for the collection of consumer data, including biometric data. Biometric data is covered under personal data, but the GDPR defines it specifically as “personal data resulting from specific technical processing relating to the physical, physiological[%,] or behavioural characteristics of a natural person, which allow or confirm the unique identification of that natural person, such as facial images or dactyloscopic data.” Biometric data is defined broadly
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under the GDPR, which may be a sign of an implicit understanding that biometric data and technology is continuing to evolve.\footnote{See Danny Ross, \textit{Processing Biometric Data? Be Careful, Under the GDPR}, IAPP (Oct. 31, 2017), https://iapp.org/news/a/processing-biometric-data-be-careful-under-the-gdpr.}

Importantly, the GDPR provides special protection for biometric data.\footnote{Id.} Biometric data is considered sensitive data, and processing is only allowed for certain purposes.\footnote{Id.} Article 6 of the GDPR lists explicit instances in which the processing of sensitive data is allowed.\footnote{Wolford, \textit{supra} note 176.} Some examples of when biometric data processing is permitted are as follows: when necessary to enter into a contract with a data subject, when complying with a legal obligation, and when the data subject provides “specific, unambiguous consent.”\footnote{Id.} The GDPR requires that the individual provide explicit consent prior to processing and identifies what is meant by consent, which must be informed, freely given, and unambiguous.\footnote{Id.} A company that wishes to request consent should be clear and distinguishable from other issues, so that the individual completely understands what the individual is consenting to.\footnote{Id.} The GDPR “gave governments broad authority to impose fines of up to 4 percent of a company’s global revenue, or to force changes to its data-collection practices.”\footnote{Adam Satariano, \textit{Europe’s Privacy Law Hasn’t Shown Its Teeth, Frustrating Advocates}, N.Y. TIMES, https://www.nytimes.com/2020/04/27/technology/GDPR-privacy-law-europe.html (Apr. 28, 2020).}

Though the law has been called one of the toughest privacy laws in the world, some have been disappointed with its application—or lack thereof.\footnote{See id.} For example, in 2020, the GDPR penalized Google for a violation, the only major tech organization in the two years since the GDPR’s enactment.\footnote{Id.} On the other side of this argument though, is the fact that several giant companies, including Facebook and Google, have created new privacy policies to comply with the expectations of the GDPR.\footnote{Id.} It has also increased user awareness of privacy, which
many consider to be a win for the GDPR.\footnote{Id.} For example, Amazon has created a privacy page for consumers where they may learn more about the data that the company is collecting.\footnote{Id.}

D. Proposed Federal Legislation Surrounding Biometric Privacy Laws

As the presence of technology in society continues to increase, and consumers become wary of their own data privacy, federal privacy regulation becomes increasingly necessary. Both biometric-specific privacy laws and comprehensive privacy laws have been discussed on a federal level, yet neither has garnered enough political support to be enacted into law.\footnote{Id.} This Part discusses both the biometric-specific privacy law and the comprehensive privacy law that have been introduced by federal lawmakers in recent years and highlights important components of each law that will be necessary for future consideration.

In August 2020, Senators Jeff Merkley and Bernie Sanders introduced federal biometric privacy legislation to Congress.\footnote{Press Release, Jeff Merkley, Senator, Senate, Merkley, Sanders Introduce Legislation to Put Strict Limits on Corporate Use of Facial Recognition (Aug. 4, 2020) [hereinafter Merkley Press Release], https://www.merkley.senate.gov/news/press-releases/merkley-sanders-introduce-legislation-to-put-strict-limits-on-corporate-use-of-facial-recognition-2020.} The act, called the National Biometric Information Privacy Act of 2020, would have required private companies to obtain consumers’ consent prior to the collection of biometric data.\footnote{Id.} Under this bill, the term “biometric data” included “eye scans, voiceprints, faceprints, and fingerprints.”\footnote{Id.} Similarly to BIPA, this act would have created a private right of action for individuals.\footnote{Id.} Additionally, the bill contained a right of access for individuals to know what information a corporation has collected and stored.\footnote{Id.} The senators introduced the bill in response to growing privacy concerns surrounding biometric data and concern over the disproportionate implications for Asian and Black
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The House Energy & Commerce Committee (E&C) advanced a comprehensive privacy law—with bipartisan support—on July 20, 2022.\footnote{The \textit{American Data Privacy and Protection Act}, AM. BAR ASS’N (Aug. 30, 2022), https://www.americanbar.org/advocacy/governmental_legislative_work/publications/washingtonletter/august-22-wl/data-privacy-0822wl.} The \textit{American Data Privacy and Protection Act} (ADPPA) is a notable step for those who have been fighting to create an all-encompassing privacy framework that would protect Americans’ personal data in the face of “Big Tech.”\footnote{Id.} This bill lists seventeen enumerated purposes for which companies would be allowed to collect and use consumer data, including “things like authenticating users, preventing fraud, and completing transactions.”\footnote{Gilad Edelman, \textit{Don’t Look Now, but Congress Might Pass an Actually Good Privacy Bill}, WIRED (July 21, 2022, 8:00 AM), https://www.wired.com/story/american-data-privacy-protection-act-adppa.} Outside of this list, data processing is prohibited.\footnote{Id.} By creating a specific list of permitted processing purposes, the ADPPA is similar to the GDPR, as discussed above.\footnote{See supra notes 182–84 and accompanying text.}

Like the GDPR, the ADPPA would emphasize a data-minimization approach, meaning that entities could not collect more data than is necessary while informing consumers about the reason behind
In light of the concern that consumers lack the requisite knowledge regarding the use of their own data, this provision would appear to be a major success for a federal privacy law. But one major downfall of the ADPPA is that a permitted reason for collecting data is targeted advertising, which is an issue that many data privacy supporters argued against. 

There are limits, however, to the collection of data for targeted advertising purposes; the law would “ban targeting ads based on ‘sensitive data.’” Furthermore, biometric data is included under the definition of “sensitive data.” Under the ADPPA, biometric information would be defined as:

[A]ny covered data generated from the technological processing of an individual’s unique biological, physical, or physiological characteristics that is linked or reasonably linkable to an individual including—(i) fingerprints; (ii) voice prints; (iii) iris or retina scans; (iv) facial mapping or hand mapping, geometry, or templates; or (v) gait or personally identifying physical movements.

The ADPPA will likely “apply to certain mHealth apps because the legislation defines ‘covered entity’ to include entities that determine the purposes and means of collecting, processing[,] or transferring data and are subject to the [FTCA].” This may decrease some of the confusion the various federal privacy statutes (such as HIPAA, COPPA, and others) have created by only applying to specific industries or scenarios. Despite the ADPPA’s potential success, the bill has not been enacted into law as of 2023, and its path forward appears to be a tenuous one.
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IV. SOLUTIONS TO RESOLVING BIOMETRIC PRIVACY CONCERNS ON A FEDERAL LEVEL: LOOKING THROUGH THE LENS OF MOBILE APPS

The current legal framework surrounding biometric privacy has proved unworkable and complicated, making it extremely difficult for consumers to retain control over their biometric data. A comprehensive privacy law, rather than a biometric-specific privacy law, would better serve the American people by prioritizing the right of consumers in maintaining control over their data, while simultaneously acknowledging and balancing the practical benefits of biometric authentication for security purposes. In creating such a law, Congress should consider factors such as the complex and varying definitions of “biometric data,” the sensitive nature of biometric data, a comprehensive list of ways in which data can be used, as well as a private right of action with a clear and definitive scope. Finally, a comprehensive privacy law should preempt state privacy laws that directly conflict with federal law, in order to decrease the confusing legal landscape that currently exists and to provide protection for all consumers. Still, state laws with additional data privacy protections in place for consumers should remain.

Section A analyzes how a biometric-specific privacy law would operate on a federal level and highlights its advantages and disadvantages. Section B discusses how a comprehensive privacy law would better serve the federal government’s interests, as well as provide better protection for consumers.

A. Weighing a Biometric-Specific Privacy Law Against a Comprehensive Privacy Law

As discussed in Part III, senators introduced the National Biometric Information Privacy Act in 2020 in an effort to control private companies’ collection of biometric data, and the ADPPA was proposed in recognition of growing concerns surrounding data privacy more generally.213 Arguments for a biometric privacy law on a federal level point to the fact that the current status of state laws creates a confusing and difficult landscape to maneuver, as companies have to tailor privacy policies to the laws of each state.214 Supporters also argue
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that the inconsistencies between state biometric privacy laws in defining biometric identifiers and debates regarding standing would be best addressed by a federal biometric privacy law.\footnote{See id. at 1101, 1128.} This point is well-taken; yet, this same argument also lends support to creating a comprehensive and generalized federal privacy law, which would address these concerns surrounding BIPA and other state laws, as well create a blanket layer of protection for all consumer data. Adding another too-specific law to the landscape may aggravate some of the compliance issues that society can see through the lens of mHealth apps.

On this same note, however, there may also be concerns that a broad privacy law—like the GDPR—would lead to overregulation due to the amount of information that it would cover. Protecting consumer privacy, however, should be the priority, and it is more important to be overly inclusive in the face of private companies collecting personal data. Furthermore, a comprehensive privacy law would assist private businesses in creating more narrow and tailored privacy policies, whereas the current state of privacy laws leaves too many gaps open for businesses to take advantage of. In fact, experts in favor of a comprehensive federal data privacy statute support the idea that the US government’s failure to pass a law that encompasses all industries impacts big business and large entities—those struggling to address the several state and federal privacy laws that implicate various industries.\footnote{See id.} At the moment, some companies choose to focus their compliance on what appears to be the easiest solution and pay fines for laws and regulations that they disregard in the process, rather than dealing with separate laws that have conflicting requirements.\footnote{See id.} A comprehensive privacy law that preempts state law would both decrease this confusion and provide sufficient guidance to companies regarding the use of all consumer data.

Some argue that biometric information is so unique—specifically facial scans collected by facial recognition technology—that the use of such technology by private companies should be banned altogether.\footnote{See Lindsey Barrett, Ban Facial Recognition Technologies for Children—And For Everyone Else, 26 B.U. J. SCI. & TECH. L. 223, 228, 230 (2020).}
Though this perspective may take an aggressive approach to protecting biometric data collected by facial recognition technology, it poses a critical consideration: is biometric data so unique and unchanging as to make its collection by private companies too dangerous to allow? This is not the case, as the advantages of biometric technology for security and authentication purposes have proved successful in light of the risks, but it lends support to the fact that biometric information has been used vastly outside of its intended scope. In sum, biometric data has valid and significant uses in the field of data privacy and security; it is only when biometric data is used outside of its original use that consumers should be wary of its purpose, and federal lawmakers should focus their attention.

Although biometric privacy is of heightened concern, due to its unique nature, a comprehensive privacy law may be better suited for the state of technology today. Mobile apps collect several types of data from users, and biometric data is just one area of concern.

B. Drafting a Comprehensive Federal Privacy Law

The rapidly changing biometric privacy landscape—alongside the ever-evolving use of biometric technology—supports the argument that the most effective solution is a comprehensive privacy law. Such a law will prove the most beneficial for both consumers, who are sharing their data in a constantly changing technological world, and for private companies, who are navigating the complicated privacy landscape. There are several components that a federal comprehensive law must include. First, as discussed in Subsection 1, federal legislators should focus on data minimization, which would limit the collection of data to necessary purposes,\(^{219}\) and create a clear explanation of the permissible uses of data. This would also require the informed consent of the consumer prior to use that is outside the list of permitted uses, which must specify exactly what the data is being used for, and how long the company intends to retain the data. Along with data minimization, biometric data should be subject to heightened protections under the law, meaning that there should be additional requirements satisfied in order to process biometric data, such as informed consent. Similarly, the term “biometric identifier” should be broadly defined to account for the fact that biometric technology continues to evolve, and different methods of biometric data collection

may emerge in the future. Second, as discussed in Subsection 2, a privacy law must include a private right of action to permit the consumer to seek out a remedy against any private company who fails to protect their data.\(^{220}\) Finally, as discussed in Subsection 3, the scope of the privacy law must be broad and should not be confined to commercial purposes, as there are many uses for biometric data which hold similar risks, even when they are not used by private businesses.\(^{221}\)

1. Data Minimization, Heightened Protection, and Informed Consent

The principle of data minimization, the requirement of special protections for biometric data, and the necessity of informed consent are three crucial components of a comprehensive privacy law. These components provide better protection for all forms of consumer data, while adding an additional layer of security for biometric data.

First, a comprehensive privacy law must prioritize data minimization, meaning that the company or entity should be required to collect only what is necessary in order to provide the service.\(^{222}\) For example, when companies use biometric data to authenticate users and provide an additional level of security for personal information, this should be considered a "necessary" use. The use and collection of biometric data for a commercial purpose, however, such as benefitting a business’s AI technology, as was the case with J&J’s app, Neutrogena Skin360, should not be considered "necessary" under the law.\(^{223}\) Entities should be required to limit the use of biometric data to "necessary" purposes unless they have the individual’s informed consent for broader uses.

The principle of data minimization is also an important part of the GDPR, which states that, “[p]ersonal data shall be: . . . adequate, relevant[,] and limited to what is necessary in relation to the purposes for which they are processed (‘data minimisation’).”\(^{224}\) A US comprehensive privacy law should copy similar language to emphasize that such data should only be used for permitted purposes. For example, as discussed in Part II, biometric authentication and identification has proved advantageous for cybersecurity by providing

\(^{220}\) See infra notes 231–37 and accompanying text.

\(^{221}\) See infra notes 238–42 and accompanying text.

\(^{222}\) Khan, supra note 219.

\(^{223}\) See supra notes 136–40 and accompanying text.

\(^{224}\) Council Regulation 2016/679, art. 5, 2016 O.J. (L 119) 1, 35 (EU).
consumers with an extra level of protection.\textsuperscript{225} By emphasizing data minimization as a foundational principle behind a comprehensive privacy law, the focus is more on the protection of consumers rather than on the protection of big businesses, which is a necessary piece in giving control back to the individual.

Second, a comprehensive privacy law must provide special protection for biometric data. Classifying biometric data as sensitive personal data adds an extra layer of protection by ensuring that data is not used outside of necessary purposes unless the consumer provides explicit consent. As discussed in Part II, biometric data is both sensitive and unique, as it is forever linked to the individual to whom it belongs.\textsuperscript{226} Mobile apps provide insight into how data can be used outside of its intended purpose; therefore, as discussed above, federal privacy legislation should take a data minimization approach and restrict the use and collection of biometric data to approved and permitted uses, absent users’ informed consent. Permissible purposes should include security, such as authentication and identification, government and public interest purposes, and health and safety purposes. Outside of these identified lawful bases, the organization must obtain the informed consent of the consumer, as discussed below. In sum, a comprehensive privacy law should include biometric data as “sensitive personal data” and permit the collection and processing of such data only for permissible purposes, as outlined above.

Additionally, the definition of biometric data under the ADPPA, as discussed in Part III, suggests that data identified under “biometric data” is not an exhaustive list, which acknowledges that biometric technology is always changing.\textsuperscript{227} The CCPA takes a similar approach in its definition of biometric data, creating a long and expansive list of potential biometric identifiers, and including both physical and behavioral characteristics.\textsuperscript{228} In consideration of biometric technology’s potential to advance, a definition of “biometric identifiers” similar to that of the ADPPA and the CCPA is a necessary component of any future comprehensive privacy law. For example, the definition of biometric identifiers under the federal privacy law should seek to include the identifiers that have been incorporated in the

\textsuperscript{225} See discussion \textit{supra} Part II.A.

\textsuperscript{226} See \textit{supra} notes 8–11 and accompanying text.

\textsuperscript{227} See discussion \textit{supra} Part III.D.

\textsuperscript{228} See \textit{supra} notes 163–65 and accompanying text.
various state laws, such as facial prints, iris scans, and fingerprints, to name a few. Additionally, behavioral characteristics, such as gait and mannerisms, and other personally identifying human characteristics must be included within the definition. Finally, the definition should explicitly state, however, that the list is not exhaustive, in an effort to recognize that biometric technology is ever evolving.

Following the approach of data minimization, obtaining the informed consent of consumers is crucial to ensure that consumers are aware of the ways in which data can be used. Outside the list of approved uses, as discussed above, individuals must consent to their data collection and use in order for a company to process biometric data. Experts argue that the issue, however, is that it is time consuming and even boring for consumers to constantly review privacy policies to see what organizations are doing with their data. Therefore, even with a consent or notice requirement, individuals may nevertheless simply accept to avoid getting wrapped up in reading privacy policies with language that is full of legalese and technological language. Still, consumers must be adequately informed about data use and their right to data privacy. To combat the issue of confusing privacy policies, a federal privacy law should be explicit, in clear and unambiguous terms, regarding the ways in which privacy policies should be written. Privacy policies should also avoid confusing and misleading language, providing in simple terms what data the company intends to collect, how it intends to use such data, and how long it intends to keep such data.

While individuals should have a right to consent to the collection and use of personal data, consent is not the sole answer to privacy. Therefore, informed consent, along with more stringent restrictions on the processing of biometric data, must be put in place to prevent the misuse of biometric data.

2. A Private Right of Action

A private right of action must be on the agenda for any future federal privacy legislation. There is controversy over the scope of a private right of action following BIPA, which some argue causes "meaningless litigation." The increase in litigation surrounding BIPA is likely due to the low standing threshold, as decided by the
Supreme Court of Illinois in *Rosenbach*, whose “[o]pponents . . . reasonably fear that a wave of frivolous lawsuits” and a substantial hike in class actions would follow that decision.232 But this standing issue may have more to do with the interpretation of an “aggrieved party” under the Supreme Court of Illinois’ holding in *Rosenbach*, and less to do with the language of BIPA itself.233 Others argue that the flow of litigation is due to plaintiffs’ ability to “seek actual or liquidated damages of either $1,000 per negligent violation or $5,000 per intentional or reckless violation.”234

On the other hand, some argue that the private right of action in BIPA provides “the ultimate layer of protection for the . . . consumer” by allowing individuals to sue companies directly who misuse the biometric information that they collect.235 Given the unique nature of biometric data, and the potential for its misuse, a private right of action is a necessary component of a comprehensive privacy law because it provides individuals with recourse when their data is misused. While the private right of action under BIPA has paved the way for many lawsuits against businesses, it is nevertheless necessary in order for consumers to have full control over their data.

When looking towards a federal privacy measure, a private right of action is necessary to strike the balance of keeping companies accountable while allowing the advancement of biometric technology. Congress should explicitly define how an individual must establish standing in order to pursue any action. For example, an individual must allege exactly how their data was misused and how the company violated federal law in processing the data. Importantly, individuals must prove how data misuse may cause harm and define what potential damages will flow from the harm, in order to have recourse under the private right of action. Individuals should not be required to show actual harm, as this may prove burdensome and will take away control

---

232 Metzger, supra note 17, at 1090; see also Rosenbach v. Six Flags Ent. Corp., 129 N.E.3d 1197, 1200 (Ill. 2019).
233 See Metzger, supra note 17, at 1079 (“[T]he court held a person is ‘aggrieved’ when there is a technical violation of BIPA; a showing of further harm is not necessary to bring a cause of action under the statute.”).
from the consumer, which is contradictory to the purpose of a private right of action.

Unlike the CCPA, however, a private right of action should not only be available to an individual when there is a data breach. Instead, a future privacy law should provide standing to individuals whenever they can allege that a company or an organization has violated a section of the privacy law, and that the company has misused the data in such a way that is certain to cause harm. Damages awarded to the consumer are appropriate because the business is explicitly violating the law and jeopardizing the security of the consumer by processing their data without informed consent. Data breaches are a genuine concern, and biometric data has the potential to be misused in the hands of the company collecting it, outside of any hackers or cybercriminals. This provision is necessary to leave ultimate control with consumers.

Finally, in comparing Texas’s CUBI and BIPA, more companies have been held responsible for improper data use when individuals have a private right of action, compared with Texas, where discretion is left with the attorney general. As discussed earlier in Part III, the Texas attorney general has only recently begun to exercise its power in enforcing the state’s biometric privacy law. This has taken some power away from Texans and may be less of a deterrent factor for private companies if the law is not being adequately enforced.

3. The Scope of a Comprehensive Privacy Law

In defining the scope of a comprehensive privacy law, a good place to start is the GDPR. It is argued that the GDPR benefits private businesses by providing a compliance framework that accounts for cybersecurity concerns, improves management of data, and refines consumer loyalty and trust. In providing explicit requirements for data use, however, the GDPR also provides protection for citizens of the EU. Furthermore, the GDPR has served as a privacy model for countries like Brazil, Japan, and India—to name a few—as well as the

236 See supra notes 145–51 and accompanying text.
237 See supra notes 145–51 and accompanying text.
United States, indicating its workable framework for a US privacy law.\textsuperscript{239}

A comprehensive federal privacy law should follow the GDPR in its application and scope. The GDPR applies to businesses, public bodies, institutions, and nonprofit organizations, while other privacy laws, like the CCPA, only apply to private businesses.\textsuperscript{240} This is a notable advantage of the GDPR, whose broadness ensures that consumers have data protection regardless of whether the organization is for-profit, or not.\textsuperscript{241} Of course, a comprehensive privacy law may include exceptions; for example, the Department of Homeland Security may not be held to the same standard as private companies in its collection of biometric data, because the governmental interest in providing for national security is more of a necessity than a private business’s interest. Furthermore, the GDPR applies when companies process the personal data of both EU citizens and residents, so if a company plans to provide services to citizens or residents, then the GDPR will apply.\textsuperscript{242} A US privacy law should be similar to the GDPR in scope to allow for protection of its citizens from companies who operate outside of the United States.

As seen with the GDPR, a comprehensive privacy law is not without its problems. Because technology is quickly evolving, it is difficult to create a federal law that will predict all the avenues in which technology will go. Still, the protection of individual privacy is too critical, and a comprehensive federal privacy law takes the initial and necessary step toward that protection. To combat the issue of the ever-evolving world of technology, federal lawmakers should aim to keep the comprehensive privacy law broad so that it may adapt to the changing technology, while still prioritizing consumer protection.

V. CONCLUSION

Biometric technology has drastically evolved since the discovery of fingerprints as a method of identification, and it will only continue to do so. With mobile apps intertwined in people’s daily lives, society is becoming more comfortable in sharing data with private companies when arguably they should be more wary and skeptical of the ways in

\textsuperscript{239} See Satariano, supra note 187.


\textsuperscript{241} See id.

\textsuperscript{242} See Wolford, supra note 176.
which their data is actually being used. As previously discussed, contact tracing apps depict one way in which biometric data has been used outside the scope of users’ understanding. Companies using data to benefit their own technological platforms confirms another way in which data is being used outside of its intended scope. Biometric technology is not slowing down; therefore, a comprehensive privacy law that prioritizes the rights of consumers through a data minimization approach, a private right of action, and a broad scope, is necessary to preserve data privacy. Without a concrete privacy law in place on a federal level, consumers’ biometric data will continue to go largely unregulated, as this data falls within the cracks of the complex legal landscape that is currently in place in the United States.
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